A POPULATION DYNAMICAL MODEL OF OPEROPHTERA BRUMATA, L. EXTENDED BY CLIMATIC FACTORS
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Abstract. Setting out from the database of Operophtera brumata, L. in between 1973 and 2000 due to the Light Trap Network in Hungary, we introduce a simple theta-logistic population dynamical model based on endogenous and exogenous factors, only. We create an indicator set from which we can choose some elements with which we can improve the fitting results the most effectively. Than we extend the basic simple model with additive climatic factors. The parameter optimization is based on the minimized root mean square error. The best model is chosen according to the Akaike Information Criterion. Finally we run the calibrated extended model with daily outputs of the regional climate model RegCM3.1, regarding 1961-1990 as reference period and 2021-2050 with 2071-2100 as future predictions. The results of the three time intervals are fitted with Beta distributions and compared statistically. The expected changes are discussed.
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Introduction

Climate change is a global environmental problem, which has now become a central issue. According to the 2007 Fourth Assessment Report by the Intergovernmental Panel on Climate Change (IPCC), global surface temperature increased about 1 °C in the 20th century and further 3-4 °C increment in mean temperature is predicted towards the end of the 21st century. The rise of the number and intensity of the extreme meteorological events are the most serious consequence of global warming, which can result in the change of both the global and the regional climate.

The question about the way and rate the climatic factors and their changes affect the agricultural and forest pests was investigated by several researchers. The past and the expected effects of the climatic parameters to invertebrate populations have been measured in the previous years by a number of researchers (Drégelyi-Kiss et al., 2008, 2009; Sipkay et al., 2008, 2009; Diós et al., 2009; Bale et al., 2002). The impact on population dynamics of insect pests was studied earlier by Porter et al. (1991), Cammel and Knight (1992), Woiwod (1997) and recently by Estay et al. (2009). Parmesan (2007) focuses on phenological responses of insects while Merril et al. (2008), Musolin (2007) and Olfert and Weiss (2006) investigate complex effects.

In this paper the population dynamics of a multitudinous forest- and horticultural Lepidoptera pest species, the Operophtera brumata (Linnaeus, 1758) will be examined.
according to their most important endogenous and exogenous factors described by a first order density dependent reproductive function and meteorological parameters.

Operophtera brumata, L. is one of the earliest known forest- and fruit tree invasive pest species of Geometridae family occurring periodically in multitudinous colonies. During cool springs, if weather hinders leaf expansion, the winter moth caterpillar can cause high levels of injury to the leaves, thus examining its population dynamics is extremely important.

Materials and methods

Data of the National Plant Protection and Forestry Light Trap Network (1973-2000) with 252 traps were analysed. Traps are situated in nine regions (Felsőtárkány, Gerlą-Gyula, Mátraháza, Répáshuta, Sopron, Szentpéterfölde, Tolna, Tompa, Várgesztes (Fig. 1)

The light trap network was developed in Hungary in the early 1960's by the Ministry of Agriculture and Food Plant Protection Service. More than 150 light traps are now more than 40 years old, providing data on swarming phenology for entomological research of great scientific value.

Light trap data of 28 years (1973-2000) with the same monitoring standard method were used for model evaluation. Operophtera brumata, L. was detected in each year and in each trap.

Figure 1. Light trap network in Hungary. The regions involved in the analysis are circled

The daily meteorological data (precipitation [mm], mean temperature [°C], maximal temperature [°C] and minimal temperature [°C]) were taken from the Hungarian Meteorological Service. For climate change impact study we applied RegCM 3.1 which was downscaled at Eötvös Loránd University, Budapest, Department of Meteorology
for A1B scenario (Giorgi et al., 1993; Bartholy et al., 2009; Torma et al., 2008). We considered three different time scales: 1961-1990 as reference period, 2021-2050 and 2071-2100 as prediction time intervals.

**Characterization of Operophtera brumata, L.**

The Winter Moth (*Operophtera brumata*, L.) is a polyphagous moth of the family Geometridae. It is an abundant species of Europe and has been already introduced to North America and United Kingdom (England and Scotland) from Europe. The diversity of its food plants is very wide: oak, maple, chestnut, hazel, pear, basswood, ash, apple, cherry, blueberry, raspberry etc.

After mating in late fall or winter, the female lay 200-300 or in some years even 450-500 eggs in clusters of 2-3 eggs, usually on tree trunks and branches. The adult moths then die and the eggs over-winter. Eggs hatch when the mean daily temperature is appropriate (over 12-13 °C), usually in early-middle March. This means that egg-hatch can occur before bud break of some of its host plants. Young larvae (caterpillars) are tiny black headed dark colour inchworms and have just 2 pairs of prolegs.

They tunnel into buds where they feed, usually at night. These caterpillars move from bud to bud as they feed. They often crawl up tree trunks and produce a long silken strand of silk with the help of which they can “balloon”. Delayed bud opening due to cool weather conditions can lead to bud death as the caterpillars have longer time to feed. Older larvae feed flowers and leaf clusters. A single species demands 40-50 m² leaf area.

Larvae need, depending on weather, 25-40 days to maturity passing 5 phenophases mm. At maturity, the caterpillars are 25-30 mm long. They feed voraciously until mid-May, and then they start to migrate to the soil (up to 3-8 mm depth) under the tree for pupation. They will stay in the soil in a hard-covered pupal stage until, usually after some rainy days and not before the first fall frost, they emerge as adult moths on a late October day with no frost. Males are emerging usually some days earlier than females and occurrence is earlier in forests at 5-7 days than in orchards. The female is wingless and cannot fly, but the male is fully winged and flies strongly. The wingspan of a mature male is 28-33 mm. The adults are active from sunset up to midnight, throughout the winter from October to January, even when there is lightly snowing. Males are attracted to light and females, activity of males increases significantly in case of low air pressure. Swarming lasts 6-8 weeks with eventually some pauses on heavy frosty days or great amount of snow. Optimal daily mean temperature for flying is 5-10 °C, wet evenings are beneficial.

Moths (the adult stage) of the winter moth emerge from the soil usually in late November and can be active into January. The male moths are small, light brown to tan in colour and have four wings that are fringed with small elongate scales that give the hind margins a hairy or fringed appearance. The female is gray, wingless and, therefore, cannot fly. She emits a sex pheromone or scent that often attracts clouds of male moths. Females are usually found at the base of trees but can be found almost anywhere.

After copulation hours males live 2-3, females 8-9 days long. Long, warm and rainy falls are beneficial for the defoliation in high populations while it is impeded by cold and rainy springs. Late spring frosts can cause high mortality of caterpillars. Gradations develop very quickly, intensively, and persist for only a relatively short period of 3-5 years (Schwerdtfeger, 1969; Szontagh, 1980; Childs et al. 2009; Chinery, 1991) with a

For the sake of decreasing the modification effects of different abiotic factors and the different number of collections in different collection sites, we used the data merging, reducing, filtering and smoothing moving average methods (Moon and Kim, 2007; Heuvelink and Webster, 2001; Gimesi and Hufnagel, 2010). As a result, we got a dimensionless aggregated data set with a time series of yearly steps referring to the population size of *Operophtera brumata*, L species of a given year.

**The basic model**

We set out from a simple discrete population dynamical model (sometimes called the theta-logistic model):

\[
N_{t+1} = N_t \ast \exp \left( R_{\max} \ast \left( 1 - \frac{N_t}{K} \right)^\theta \right)
\]  

(Eq.1)

which is a nonlinear version of the classic logistic model (Ricker, 1954; Verhulst 1838; Richards 1959; Nelder 1961; Gilpin and Ayala 1973; Berryman 1999). In the model we denote by \(N_{t+1}\) the number of individuals in year \(t+1\), which, through an exponential function, depends on the number of individuals in the previous year \(N_t\), on the maximal growth rate \(R_{\max}\), on the carrying capacity \(K\) and on the power parameter \(\theta\).

We introduce the notation \(R_t\) as:

\[
R_t = \ln \left( \frac{N_{t+1}}{N_t} \right) = R_{\max} \ast \left( 1 - \frac{N_t}{K} \right)^\theta
\]  

\(= R_{\max} - R_{\max} \left( \frac{1}{K} \right)^\theta N_t^\theta \)  

(Eq.2)

Note that in case of a population without source restriction (\(K\) is huge) and with small \(\theta\) we have \(\left( \frac{1}{K} \right)^\theta \approx 1\). We can rewrite the above formula as:

\[
R_t = R_{\max} - R_{\max} \left( \frac{1}{K} \right)^\theta N_t^\theta = R_{\max} - aN_t^\theta
\]  

(Eq.3)

with \(a = R_{\max} \left( \frac{1}{K} \right)^\theta\).

**Fitting and validation procedure**

The root mean square error (RMSE) was defined as the root of the average sum of the squares of the differences between the observed (\(R_t\)) and model predicted (\(R_{t,pred}\)) values:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum (R_t - R_{t,pred})^2}
\]  

(Eq.4)

where \(n\) denotes the number of years. RMSE was minimized while three parameters, namely the maximal growth rate \(R_{\max}\), the carrying capacity \(K\) and the power parameter \(\theta\) were varied. For optimization we used Palisade’s Risk Evolver that is based on
innovative genetic algorithm (GA technology), a stochastic directed searching technique with several thousands of iteration. This method does not get stuck at local solutions, but instead looks at the entire range of possible solutions which enables us to find the global optimal solution instead of a local extreme value (Weise, 2009).

**Climatic Indicator Data Set**

From the meteorological daily data we calculated climatic indicators. We cut the 365 or 366 days of the years into decades (of ten days) and for a year \( t \) we calculated

- the average of the daily mean temperatures of the \( i^{th} \) decade (\( \text{TM}_{t_i} \))
- the average of the daily minimum temperatures of the \( i^{th} \) decade (\( \text{TN}_{t_i} \))
- the average of the daily maximum temperatures of the \( i^{th} \) decade (\( \text{TX}_{t_i} \))
- the average of the daily precipitation of the \( i^{th} \) decade (\( \text{Pt}_{t_i} \))
- the minimum of the daily minimum temperatures of the \( i^{th} \) decade (\( \text{TNN}_{t_i} \))
- the maximum of the daily maximum temperatures of the \( i^{th} \) decade (\( \text{TXX}_{t_i} \)).

We also calculated the monthly climatic indicators as well:

- the average of the daily mean temperatures of the \( j^{th} \) month (\( \text{TM}_{m_t_j} \))
- the average of the daily minimum temperatures of the \( j^{th} \) month (\( \text{TN}_{m_t_j} \))
- the average of the daily maximum temperatures of the \( j^{th} \) month (\( \text{TX}_{m_t_j} \))
- the average of the daily precipitation of the \( j^{th} \) month (\( \text{Pm}_{t_j} \))
- the minimum of the daily minimum temperatures of the \( j^{th} \) month (\( \text{TNN}_{m_t_j} \))
- the maximum of the daily maximum temperatures of the \( j^{th} \) month (\( \text{TXX}_{m_t_j} \)).

For \( t=1973, ..., 1999 \) the vector \( \left( \frac{N_{t+1}}{N_t} \right) \) was correlated with all the climatic indicator vectors \( \left( I_t \right) \) and \( \left( I_{t+1} \right) \) to find the connection between the population change from the year \( t \) to the year \( t+1 \) denoted by \( \left( R_t \right) = \left[ \ln \left( \frac{N_{t+1}}{N_t} \right) \right] \) and the indicators of the year \( t+1 \) and the ones of the previous year \( t \). The indicators with significantly high correlation values \( R^2 \) were selected. We have found some highly correlated indicators referring consecutive decades, thus we completed the indicator set with some extra indicators called summer (calculated from 20\(^{th}\) of July to 15\(^{th}\) of August) and fall (calculated from 15\(^{th}\) of October to 15\(^{th}\) of November) indicators as follows.

**Between 20\(^{th}\) of July and 15\(^{th}\) of August:**

- the average of the daily mean temperatures (\( \text{STM}_{t_i} \))
- the average of the daily minimum temperatures (\( \text{STN}_{t_i} \))
- the average of the daily maximum temperatures (\( \text{STX}_{t_i} \))
- the average of the daily precipitation (\( \text{SP}_{t_i} \))
- the minimum of the daily minimum temperatures of (\( \text{STNN}_{t_i} \))
- the maximum of the daily maximum temperatures (\( \text{STXX}_{t_i} \)) and

**between 15\(^{th}\) of October to 15\(^{th}\) of November:**

- the average of the daily mean temperatures (\( \text{FTM}_{t_i} \))
- the average of the daily minimum temperatures (\( \text{FTN}_{t_i} \))
• the average of the daily maximum temperatures ($FTX_{t,i}$)
• the average of the daily precipitation ($FP_{t,i}$)
• the minimum of the daily minimum temperatures ($FTNN_{t,i}$)
• the maximum of the daily maximum temperatures ($FTXX_{t,i}$).

We created an indicator data base with the years in the first column, the $N_t$ values in the second one, and then we have 612 further columns:
6*37*2 columns for the decade indicators of 6 types, 37 decades, 2 years;
6*12*2 columns for the month indicators of 6 types, 12 months, 2 years;
6*2*2 columns for the extra indicators of 6 types, 2 seasons, 2 years.

**Model development**

Besides describing the basic structure of the effect of endogenous and exogenous forces, with a more sophisticated model, we can express the impact of the climatic indicators as well. With this step we aim to refine the model for a better fitting solution. The form of the model is:

$$R_t = R_{\text{max}} - R_{\text{max}} \left( \frac{1}{K} \right)^\theta + \sum_k C_k I_k$$  \hspace{1cm} \text{(Eq.5)}

where $I_k$ are climatic indicators, $C_k \in \mathbb{R}$ are parameters to optimize.

First we took an only climatic indicator $I_1$, the one which has the highest correlation with the vector $(R_t)$. The root mean square error was minimized with innovative genetic algorithm while three plus one parameters, namely the maximal growth rate $R_{\text{max}}$, the carrying capacity $K$ and the power parameter $\theta$ together with $C_1$ were varied in the parameter space. Then we took a second climatic indicator $I_2$ from the indicator data set, the one which has the (second) highest correlation with the vector $(R_t)$. Again, the root mean square error was minimized while one more parameter together with the formerly optimized four ones were varied. In each step we calculated the Akaike Information Criterion with a Bayesian bias-adjustment in case the number of parameters $k$ is large relative to the number of cases $n$ ($n/k < 40$), which is the case we face (Turkheimer et al., 2003; Schwarz, 1978):

$$AIC_B = n \ln \left( \frac{\text{RMSE}}{n} \right) + 2k + \frac{2k(k+1)}{n-k-1}$$  \hspace{1cm} \text{(Eq.6)}

where $k$ denotes the number of parameters, $n$ is the number of fitted values (years).

We went on with more and more climatic indicators involved in the model step by step and calculated the Akaike Information Criterion. The model was selected as the best one which had its lowest $AIC_B$ value.

Moreover, in each step we calculated the explained variance ratio as well:

$$R^2 = \frac{\sum (R_{t,\text{pred}} - \overline{R_t})^2}{\sum (R_t - \overline{R_t})^2}$$  \hspace{1cm} \text{(Eq.7)}

where $\overline{R_t}$ denotes the average of the observed $R_t$ values.
Regional climate model prediction survey

The calibrated best model was run with input coming from the regional climate model RegCM 3.1 for three time intervals: 1961-1990 as reference period, 2021-2050 and 2071-2100 for prediction. We calculated the \( R_t \) predictions for these three time intervals. The results of the three time intervals were compared with one-way ANOVA after a logarithmic data transformation to make the data more suitable for ANOVA demands. We tested them with the so-called difference contrast expressed by the matrix

\[
\begin{pmatrix}
1 & -1 & 0 \\
1 & 0 & -1 \\
0 & 1 & -1
\end{pmatrix}
\]

residuals was checked with Kolmogorov-Smirnov test.

The results of the three time intervals were fitted by Beta distribution which has the general formula

\[
f(x) = \frac{(x-a)^{p-1}(b-x)^{q-1}}{B(p;q)(b-a)^{p+q-1}}
\]  
(Eq.8)

where the values of the variable are in between \( a \) and \( b \); \( p \) and \( q \) are positive parameters of the distribution and the Beta function is as follows:

\[
B(p; q) = \int_0^1 t^{p-1}(1-t)^{q-1} dt
\]  
(Eq.9)

The distribution fit was tested by Chi-square test. Finally the fitted distributions were compared.

The softwares PASW18 as well as @Risk of Palisade were applied for data evaluations.

Results

We have selected 8 indicators which have significant Pearson correlation with \( R_t \). The indicators are listed in Table 1.

Table 1. Selected indicators having significant Pearson correlation with \( R_t \). Their R values together with the significance levels are also shown. The descriptions of the indicators are listed under the table.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Pearson Correlation R</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TXXm_APR</td>
<td>-0.546</td>
<td>0.003**</td>
</tr>
<tr>
<td>TXm(t+1)_FEB</td>
<td>0.442</td>
<td>0.021*</td>
</tr>
<tr>
<td>STM(t+1)_i</td>
<td>0.427</td>
<td>0.026*</td>
</tr>
<tr>
<td>TXXm(t+1)_MAY</td>
<td>-0.422</td>
<td>0.028*</td>
</tr>
<tr>
<td>TNm_MAR</td>
<td>0.421</td>
<td>0.029*</td>
</tr>
<tr>
<td>Pmt_SEP</td>
<td>-0.419</td>
<td>0.029*</td>
</tr>
<tr>
<td>TNNm(t+1)_APR</td>
<td>0.392</td>
<td>0.043*</td>
</tr>
<tr>
<td>TXXm_JAN</td>
<td>-0.387</td>
<td>0.046*</td>
</tr>
</tbody>
</table>

*significant with \( p<0.05 \); **significant with \( p<0.01 \)
The indicators in Table 1 are as follows:

- **TXXm\(_t\)\_APR**: the maximum of the daily maximum temperatures in April in year \(t\) which is for the temperature condition of the larvae of the parent generation;
- **TXm\((t+1)\)\_FEB**: the average of the daily maximum temperatures in February in year \(t+1\) which is for the temperature condition of the new generation just before hatching;
- **STM\((t+1)\)\_i**: the average of the daily mean temperatures between 20\(^{th}\) of July and 15\(^{th}\) of August in year \(t+1\) which is for the temperature condition of the new generation in their pupal stage;
- **TXXm\((t+1)\)\_MAY**: the maximum of the daily maximum temperatures in May in year \(t+1\) which is for the temperature condition of the new generation in their late larvae stage;
- **TNm\(t\)\_MAR**: the average of the daily minimum temperatures in March in year \(t\) which is for the temperature condition of the parent generation in the hatching period;
- **Pm\(_t\)\_SEP**: the average of the daily precipitation in September in year \(t\) which is for the fall-time precipitation condition of the parent generation just before their swarming period;
- **TNNm\((t+1)\)\_APR**: the minimum of the daily minimum temperatures in April in year \(t+1\) for which is for the temperature condition of the new generation in their early larvae stage;
- **TXXm\(_t\)\_JAN**: the maximum of the daily maximum temperatures in January in year \(t\) which is for the temperature condition of the parent generation just before hatching.

We extended the basic model step by step with the maximum of the daily maximum temperatures in April in year \(t\) at first, then with the average of the daily maximum temperatures in February in year \(t+1\), third time with the average of the daily mean temperatures between 20\(^{th}\) of July and 15\(^{th}\) of August in year \(t+1\), fourth time with the maximum of the daily maximum temperatures in May in year \(t+1\), fifth time with the average of the daily minimum temperatures in March in year \(t\) and finally with the average of the daily precipitation in September in year \(t\).

In Table 2 the results of the basic model \(R_i = R_{\max} - R_{\max} \left( \frac{1}{K} \right)^{\theta} N_i^{\theta}\) as well as the ones of the extended model \(R_i = R_{\max} - R_{\max} \left( \frac{1}{K} \right)^{\theta} N_i^{\theta} + \sum_k C_k I_k\) are presented.
Table 2. The results of the basic model $R_t = R_{\text{max}} - R_{\text{max}} \left( \frac{1}{K} \right)^\theta \theta^t$, as well as the ones of the extended model $R_t = R_{\text{max}} - R_{\text{max}} \left( \frac{1}{K} \right)^\theta \theta^t + \sum_k C_k I_k$ : the number of parameters $k$, the number of years $n$, the three parameters of the basic model ($K, R_{\text{max}}$ and $\theta$ ), the root mean square error (RMSE), the Akaike Information Criterion with a Bayesian bias-adjustment ($\text{AIC}_B$), the explained variance and its square root ($R^2$; $R$). The model with the minimum $\text{AIC}_B$ value is highlighted.

<table>
<thead>
<tr>
<th>$k$ number of parameters</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$ number of years</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>$K$ carrying capacity</td>
<td>5.98</td>
<td>788.89</td>
<td>788.89</td>
<td>788.89</td>
<td>788.89</td>
<td>788.89</td>
<td>788.89</td>
</tr>
<tr>
<td>$R_{\text{max}}$ maximal growth rate</td>
<td>800.00</td>
<td>784.25</td>
<td>784.25</td>
<td>784.24</td>
<td>784.24</td>
<td>784.24</td>
<td>784.24</td>
</tr>
<tr>
<td>$\theta$ power parameter</td>
<td>4.79E-04</td>
<td>4.86E-04</td>
<td>3.49E-04</td>
<td>2.14E-04</td>
<td>2.00E-04</td>
<td>2.70E-04</td>
<td>2.99E-04</td>
</tr>
<tr>
<td>$a = R_{\text{max}} \left( \frac{1}{K} \right)^\theta$</td>
<td>799.31</td>
<td>781.71</td>
<td>782.42</td>
<td>783.12</td>
<td>783.19</td>
<td>782.83</td>
<td>782.68</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.94</td>
<td>0.87</td>
<td>0.81</td>
<td>0.75</td>
<td>0.68</td>
<td>0.57</td>
<td>0.53</td>
</tr>
<tr>
<td>$\text{AIC}_B$</td>
<td>3.60</td>
<td>2.45</td>
<td>1.59</td>
<td>0.98</td>
<td>-0.93</td>
<td>-6.01</td>
<td>-5.23</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.22</td>
<td>0.29</td>
<td>0.39</td>
<td>0.47</td>
<td>0.57</td>
<td>0.69</td>
<td>0.74</td>
</tr>
<tr>
<td>$R$</td>
<td>0.46</td>
<td>0.54</td>
<td>0.62</td>
<td>0.69</td>
<td>0.76</td>
<td>0.83</td>
<td>0.86</td>
</tr>
</tbody>
</table>

$\text{TXXmr$_{\text{APR}}$}$: the maximum of the daily maximum temperatures in April in year $t$

$\text{TXm(t+1)$_{\text{FEB}}$}$: the average of the daily maximum temperatures in February in year $t+1$

$\text{STM(t+1)$_{\text{i}}$}$: the average of the daily mean temperatures between 20$^{\text{th}}$ of July and 15$^{\text{th}}$ of August in year $t+1$

$\text{TXXmr$_{\text{APR}}$}$: the maximum of the daily maximum temperatures in May in year $t+1$

$\text{TNmt$_{\text{MAR}}$}$: the average of the daily minimum temperatures in March in year $t$

$\text{Pmt$_{\text{SEP}}$}$: the average of the daily precipitation in September in year $t$
According to the Akaike Information Criterion with a Bayesian bias-adjustment AICB=-6.01 the best model was the one with the first five climatic indicators. The coefficients of the best model are listed in Table 3.

**Table 3. The coefficients $C_k$ of the best model with the lowest AICB value**

<table>
<thead>
<tr>
<th>$TXX_{mt}$</th>
<th>$TX_{m(t+1)}$</th>
<th>$STM(t+1)_i$</th>
<th>$TXX_{m(t+1)}$</th>
<th>$TN_{mt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.111</td>
<td>0.065</td>
<td>0.172</td>
<td>-0.112</td>
<td>0.186</td>
</tr>
</tbody>
</table>

In Fig. 2 we can see the $R_t$ values calculated from the observed data as well as the estimated $R_t$ values of the basic ($R^2 = 0.22$, $p>0.1$ nonsignificant) and the extended model ($R^2 = 0.69$, $p<0.001$, highly significant).

![Figure 2](image)

**Figure 2.** $R_t$ values calculated from the observed data as well as the estimated $R_t$ values of the basic ($R^2 = 0.22$, $p>0.1$ nonsignificant) and the extended model ($R^2 = 0.69$, $p<0.001$, highly significant)

The extended model fits much better which clearly indicates the need of including climatic indicators in the population dynamical model derived by endogenous and exogenous factors, only.

In Fig. 3 we can observe that in two years the observed values were overestimated by the model. In the remaining years, however, the estimations generated quite low errors.
In Fig. 4 we can see the probability density of the model estimated \( N_t \) values earned by running the extended model with RegCM3.1 daily climatic parameter outputs regarded the reference period 1961-1990 as well as the future predictions for the time intervals 2021-2050 and 2071-2100 (bars) together with their fitted Beta distributions.

We fitted the Beta distributions with fixed minimum and maximum parameters \((a=0\) and \(b=55)\) in order to ensure the comparability of the fitted functions. The \( p \) and \( q \) parameters and the result of fitting together with the descriptive statistics of the model outputs can be found in Table 4.

**Table 4.** The \( p \) and \( q \) parameters of the Beta distribution with \( a=0 \) and \( b=55 \) and the result of distribution fitting together with the descriptive statistics of the model outputs min, max, mean, standard deviation and coefficient of variation (CV) for three time intervals 1961-1990 (as the reference), 2021-2050 and 2071-2100.

<table>
<thead>
<tr>
<th></th>
<th>1961-1990</th>
<th>2021-2050</th>
<th>2071-2100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )</td>
<td>0.98</td>
<td>0.93</td>
<td>0.60</td>
</tr>
<tr>
<td>( q )</td>
<td>9.10</td>
<td>9.43</td>
<td>1.97</td>
</tr>
<tr>
<td>Chi-square</td>
<td>1.72</td>
<td>1.00</td>
<td>5.55</td>
</tr>
<tr>
<td>Significance level</td>
<td>0.89</td>
<td>0.96</td>
<td>0.35</td>
</tr>
<tr>
<td>MIN</td>
<td>0.22</td>
<td>0.16</td>
<td>0.20</td>
</tr>
<tr>
<td>MAX</td>
<td>18.93</td>
<td>21.89</td>
<td>54.02</td>
</tr>
<tr>
<td>MEAN</td>
<td>5.35</td>
<td>4.92</td>
<td>10.58</td>
</tr>
<tr>
<td>St. dev.</td>
<td>5.06</td>
<td>5.10</td>
<td>12.16</td>
</tr>
<tr>
<td>CV</td>
<td>0.95</td>
<td>1.04</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Comparing the model predictions of three time intervals 1961-1990 (as the reference), 2021-2050 and 2071-2100 by one-way ANOVA with difference contrast we can state that the intervals 1961-1990 and 2021-2050 do not differ from each other significantly \((p=0.735)\). The time scale 2071-2100, however is different from the first two intervals significantly \((p<0.05)\).
Figure 4. Probability density of the model estimated $N_t$ values earned by running the extended model with RegCM3.1 daily climatic parameter outputs regarded the reference period 1961-1990 as well as the future predictions for the time intervals 2021-2050 and 2071-2100 (bars). The lines are for the estimated Beta distributions.
In Fig. 4 we can see that the probability density functions of the time intervals 1961-1990 and 2021-2050 are very similar. Up to the end of the 21st century, however, we can expect some years with a great number of swarming *Operophtera brumata*, L. which can be detected on the probability density function of time interval 2071-2100 shifted to the right. The mean, the maximum and the standard deviation of the results of this late time scale are also much higher than the ones of the earlier time intervals (Table 4). The same can be observed in Fig. 5 in which we can see the fitted Beta distributions. The probability of low number of swarming *Operophtera brumata*, L. is expected to decrease while the one of high-peaked smarming is increasing. It means that we can expect that with the better and better the climatic conditions of swarming of these insects can result a definitely increasing risk of damages as well.

We note that in order to avoid the aggregation of the errors of the two models (the extended population dynamical model and the RegCM3.1 regional climate model) we stressed the expected changes with their direction and magnitude. If we make conclusions based on the differences of the model outputs, than the effect of the systematic model errors are minimal.
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