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Several studies examined the effectiveness of tools 
used to automate organizational processes (Willcocks, 

Lacity & Craig, 2015; Marciniak, Móricz & Baksa, 
2020) and communication (Rossmann, Zimmermann & 
Hertweck, 2020). However, the consideration of social 
aspects is also becoming more common in technology-re-
lated research (Rapp, Curti & Boldi 2021), starting from 
the theory of social interface, according to which people 
react to technology-mediated communication as if it were 
their partner (Mehra, 2021). Such artificial interactions 
can also be carried out by chatbots, which are able to imi-
tate the feeling of a social situation (Szűcs & Jinil, 2018), 

through their communication with the users without 
human intervention based on pre-written scenarios and 
rules (Harmat, 2023). Chatbots can perform several tasks, 
therefore more and more companies decide to implement 
them to make business processes more effective (Luo, Lau, 
Li & Si, 2021). However, users’ willingness to regularly 
communicate with them may generate some challenges. 
Dautenhahn (2013) stated that besides technological fea-
tures, developers should create chatbots that also respect 
humans’ social and emotional needs.

Recent systematic literature search on chatbots 
focused on their application in an educational context 
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(Wollny et al., 2021; Pérez, Daradoumis & Puig, 2020), 
in tourism (Calvaresi et al., 2021), in the financial sector 
(Wube, Esubalew, Weldesellasie & Debelee, 2022) and 
healthcare (Gentner, Neitzel, Schulze & Buettner, 2020). 
In contrast, Rapp, Curti & Boldi (2021), Suhaili, Salim & 
Jambli (2021) systemized the literature on chatbots from 
a broader view as they did not define any special applica-
tion area. Bilquise, Ibrahim & Shaalan (2022) dealt with 
emotionally intelligent chatbots and Rapp, Curti & Boldi 
(2021) examined the effects of human-chatbot interac-
tion (HCI) on users thereby highlighting the importance 
of HCI’s social aspects. Applying the approach of Rapp, 
Curti & Boldi (2021) and Bilquise, Ibrahim & Shaalan 
(2022) the article aims to contribute to the exploration of 
users’ perspective on chatbots through a systematic liter-
ature review. Following Dautenhahn’s (2013) statement, 
the study strives to understand, how HCI affects indi-
viduals’ behavior to discover what social and emotional 
needs should be considered when developing a chatbot. To 
explore that, we conducted a systematic literature search. 
Our corpus consisted of 31 journal articles. As a result of 
the content analysis, we identified seven key issues, among 
them users’ expectations, attitudes, experiences, satisfac-
tion, perceptions, trust, and acceptance. We organized the 
presentation of the results under these topics.

The study is structured as follows. At first we pres-
ent the methodology of literature research. The next sec-
tion deals with the results of the descriptive analysis. The 
results of the content analysis are presented in the follow-
ing section. This part is followed by the conclusions, and 
then we deal with the theoretical limitations and future 
research.

Methodology

A systematic literature search was applied to map out the 
publications focusing on the users’ perspective on chat-
bots. This data collection method is “explicit, compre-
hensive, and repeatable” and aims to identify, evaluate, 
and synthesize the publications of researchers and practi-
tioners (Fink, 2005, pp. 3-4). The research was conducted 
according to Okoli & Schabram’s (2010) methodological 
recommendation. After identifying the relevant articles, 
the data was examined using content analysis to find the 
emerging topics.

Research goal
The goal of the systematic literature search is to identify 
the relevant articles related to users’ perspectives on chat-
bots. The research questions are based on the distinction 
of the human-chatbot interaction’s context: (1) What do we 
know about the users’ perspective on chatbots in a real 
real-life context (interaction between existing corporate 
chatbots for external communication / existing corpo-
rate chatbots for internal communication and customers/
organization members)? (2) What do we know about the 
users’ perspective on chatbots in an experimental setting 
(interaction between experimental chatbot and research 
subject)?

Search strategy
Our search strategy follows the exhaustive review with 
a selective citation scenario proposed by Cooper (1988). 
This coverage method means that the researcher reviews 
a manageable number of papers instead of trying to find 
every available research published or unpublished. This 
procedure allows the inclusion of only journal articles 
(Randolph, 2009). Thus, the search base consisted of 
peer-reviewed, English-language journal articles. As 
the literature search was conducted in August 2021 and 
its goal was to identify all relevant journal articles, the 
search base consisted of papers that were published no 
later than 2021. The subject areas were narrowed down 
to “Computer Science”, “Social Sciences”, “Psychology” 
and “Business, Management, and Accounting”. The arti-
cles were searched in SCOPUS and Science Direct using 
the following keywords: “chatbot” AND “expectation” 
OR “motivation” OR “attitude” OR “experience” OR “sat-
isfaction” OR “perception” OR “trust” OR “acceptance” 
and “human-chatbot interaction”. Table 1 shows the num-
ber of search results by database and keyword.

Table 1
The number of search results by database and 

keyword

Database Keywords Number 
of results

SCOPUS

„chatbot” AND „expectation” OR 
„motivation” OR „attitude” OR „expe-
rience” OR „satisfaction” OR „percep-
tion” OR „trust” OR „acceptance”

197

human-chatbot interaction 10

Science 
Direct

„chatbot” AND „expectation” OR 
„motivation” OR „attitude” OR „expe-
rience” OR „satisfaction” OR „per-
ception” OR „trust” OR „acceptance”

778

human-chatbot interaction 16
In total 1001

Source: own compilation

Selection process

Figure 1
Flowchart of the systematic literature search

Articles identified during data-
base searches (n=1001) 

SCOPUS: 207;  
Science Direcrt: 794

Selected articles based on 
reading the title and abstract 

(n=58)

Number of excluded artic-
les including duplications 

(n=17) (n=943)

Number of excluded 
articles (n=27)

Selected articles based on 
reading the full text (n=31)

Source: own compilation
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The total number of search results in the databases was 
1001 articles. Based on a review of titles and abstracts, 926 
publications and 17 additional articles (duplicates) were 
disregarded. As a result, 58 studies remained in the anal-
ysis pool, and 27 publications were excluded after reading 
the full text. Thus, as a result of the systematic literature 
search, we found 31 relevant journal articles (Figure 1). 

Regarding the inclusion criterion, we made a distinc-
tion between the conditions for classifying publications 
as closely related and partially related articles. Articles 
defined as closely related deal with the perspective of users 
on chatbots in a real-life context. The partially related arti-
cles also explore user perspectives on chatbots but in an 
experimental setting. It has been defined as an exclusion 
criterion if the article does not discuss users’ perspective 
on chatbots or it examines the phenomenon in a non-busi-
ness context (the latter includes publications examining 
the user experiences of interactions with chatbots used for 
health, education, or therapeutic purposes) (Table 2).

Data extraction and the presentation of results
The present review has a research outcome-oriented and 
theoretical focus (Cooper, 1988), as it aims to explore the 
results of research examining users’ perspectives on chat-
bots and to discover the applied theories. Regarding the 
purpose of the literature review, it attempts to identify the 
central issues in the field. As a result of the content anal-
ysis, seven main issues have emerged, among them users’ 
expectations, attitudes, experiences, satisfaction, percep-
tions, trust, and acceptance. We present the selected arti-
cles’ results and applied theories organized under these 
seven topics.

Descriptive analysis

Publication date of the selected articles
Most of the studies that make up the corpus have been 
published in the last two years. 42% (n=13) of the articles 
were published in 2021 and 32% (n=10) in 2020. (Table 
3). 16% (n=5) of the articles were published in the jour-
nal Computers in Human Behavior, while 9.6% (n=3) 
were in the International Journal of Human-Computer 
Interaction. 

Table 3
Distribution of selected articles by date of 

publication

Year 2015 2018 2019 2020 2021
Number of articles 1 1 6 10 13

Source: own compilation

Chatbots’ application areas
Twelve articles of the corpus used an experimental method 
to examine user attitudes related to human-chatbot inter-
action in a laboratory setting, and most cases, chatbots 
were developed for the research. Two publications (Croes 
& Antheunis, 2021; Skjuve et al., 2021) explored user 
experiences of interaction with existing social chatbots. 
The application areas of the chatbots were e-commerce 
(n=7), customer service (n=3), tourism (n=1), telecommu-
nications (n=1), B2B communication (n=1), and banking 

services assistance (n=3). Only two articles (Brachten, 
Kissmer & Stieglitz, 2021; Jang, Jung & Kim, 2021) 
were identified that examined the attitudes of organiza-
tion members towards chatbots used to automate internal 
communication.

Content analysis

Expectations
The exploration of expectations on chatbots has great 
importance, as they affect users’ perceptions that may 
define the overall satisfaction when interacting with chat-
bots (Rapp, Curti & Boldi, 2021). 

Chaves & Gerosa (2020) identified 11 attributes that 
are important to equip chatbots to avoid experiencing frus-
tration and dissatisfaction during a human-chatbot inter-
action. These characteristics were categorized into the 
following three main groups: conversational intelligence, 
social intelligence, and personification. Conversational 
intelligence includes proactivity, conscientiousness, and 
communication. Proactivity means that the chatbot asks 
follow-up questions, provides additional information, 
and suggests new topics, thus keeping the conversa-

Table 2
Inclusion and exclusion criteria

I/E Criterion Criterion description Database Number of 
publications

INCLUSION

Closely related It discusses the perspective of the consumer/organization member 
towards the chatbot in a business / organizational context.

Science 
Direct 4

SCOPUS 13

Partly related It discusses the users’ perspective towards the chatbot in general.
Science 
Direct 5

SCOPUS 9

EXCLUSION Not related
It is not about users’ perspective on chatbots.
It is not in a business / organizational context and does not discuss 
users’ perspectives on chatbots in general.

Science 
Direct 772

SCOPUS 181
Source: own compilation
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tion alive and contributing to a more natural interaction. 
Conscientiousness refers to the attention provided by the 
chatbot, the meaningful answers, the continuity of the con-
versation, the use of visual elements, and the transparency 
of the chatbot’s identity. Communicability means that the 
user’s expectations are well managed through offering the 
next steps and providing assistance. Social intelligence 
covers the ability to repair damage (handling unfriendly 
users, identifying abusive sentences, ignoring offensive 
sentences), thoroughness (showing humanity, authen-
ticity, consistency in interaction), the way of behaving 
(politeness, expressing gratitude, continuing small talk), 
morality (avoiding stereotypes, building a distortion-free 
database, avoiding alienation), emotional intelligence (rec-
iprocity, use of social-emotional expressions, making the 
identity of the interactive agent transparent, displaying 
emotional reactions), and personalization (learning from 
the user, recommending custom services, data security). 
Finally, personification - which refers to the anthropomor-
phization of the chatbot - includes the interactive agent’s 
identity (balance of identity and technical skills) and its 
personality (appropriate language use, user-adapted sense 
of humor, balance of personality traits).

Attitude
Attitude is an internal mental process defined by several 
factors and circumstances in which individuals eval-
uate the entities around them positively or negatively 
(Kohlmann, 2018). Attitude also influences an individual’s 
actions. Examining users’ attitudes towards chatbots can 
help in predicting their behavior during HCI. 

Based on the factors of the Consumer Technology 
Acceptance model (CAT) and the PAD dimensions 
(pleasure, arousal, dominance) of the Environmental 
Psychology model (EPM), Zarouali et al. (2018) exam-
ined users’ attitude development to a chatbot assisting 
in ticket reservation. The authors’ model of unified tech-
nology acceptance considers not only cognitive factors 
(perceived usefulness, perceived ease of use, perceived 
helpfulness) but also the role of affective factors (joy, 
liveliness, dominance), through the examination of users’ 
intention to use the chatbot technology. Zarouali et al. 
(2018) found a positive relationship between two cognitive 
factors (perceived usefulness, and perceived helpfulness), 
all affective elements of the unified consumer technology 
acceptance model (pleasure, liveliness, dominance), and 
attitudes about chatbots, respectively. The authors found 
that the acceptance of chatbots depends not only on the 
role of cognitive factors but also on how users feel about 
technology.

Kasilingam (2020) examined user attitudes and intent 
to use a chatbot providing online shopping assistance. The 
author has included seven factors (perceived usefulness, 
perceived ease of use, perceived entertainment, price 
awareness, perceived risk, trust, and personal innovation) 
in his research model that may influence consumer atti-
tudes and intentions to use technology. The results of the 
research showed that perceived usefulness, perceived ease 
of use, perceived fun, price awareness, perceived risk, and 

personal innovation influenced attitudes toward chatbots. 
However, in addition to attitude, the intention to use was 
only directly influenced by trust and personal innovation.

Experience
User experience related to technology is often exam-
ined through the perception of usability (Denecke, 
Hochreutener, Pöpel & May. 2018; Denecke, Vaaheesan 
& Arulnathan, 2020), however, in this study, we define 
experience as the users’ feelings and thoughts when they 
interact with chatbots. User experiences play an important 
role in technology acceptance.

Skjuve et al. (2019) investigated whether not reveal-
ing the chatbot’s identity evokes the phenomenon of the 
uncanny valley described by Mori (1970). Their results 
showed that the lack of transparency did not induce the 
“uncanny valley” effect; however, the authors identified 
the long waiting time during the conversation as a factor 
similar to the uncanny valley phenomenon that caused dis-
comfort to users.

Ciechanowski et al. (2019) revealed that a simple, text-
based chatbot caused fewer anxious feelings in the user 
compared to a more advanced chatbot with an avatar. The 
simple chatbot also evoked less intense reactions from the 
subjects and received more positive reviews. 

Hill, Ford & Farreras (2015) compared the evolution 
of interactions between people and the chatbot in terms 
of quality (word uniqueness, use of profanity, shorthand, 
and emoticons) and quantity (words per message, words 
per conversation, messages per conversation). The results 
showed that messages sent to chatbots contained on aver-
age fewer words than those sent to the human interaction 
partner, however, the subjects sent more than twice as 
many messages to the chatbot than to the human interac-
tion partner. It was also found that individuals used vul-
gar and negative terms in their interactions more with the 
chatbot than with the human partner.

In their research, Skjuve et al. (2021) used the Social 
Penetration theory to examine the phases along which 
human-chatbot interaction evolves. The authors found 
that the evolution of the human-chatbot relationship bears 
similarities to the process of interpersonal relationship 
development described by the theory of social penetration. 
Nevertheless, it also has specific conditions, including the 
disclosure of the chatbot’s identity to build trust, which 
plays a central role in establishing the human-chatbot 
connection. The stages of development identified by the 
authors are as follows:

(1) Exploratory phase: users are not yet familiar with 
the technology; they have not developed trust in the chat-
bot. At this stage, the curiosity towards the chatbot and the 
desire to experience the novelty keep the interaction alive.

(2) Affective phase: Trust develops at this stage. The 
chatbot’s accepting, supportive, understanding, and 
non-judgmental behavior, as well as revealing its identity 
contributes to trust significantly.

(3) Stable phase: in this phase of relationship devel-
opment, the user already shares everyday events with 
the chatbot and enjoys the benefits of regular interaction, 
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including self-reflection facilitated by conversations with 
the chatbot.

Croes & Antheunis (2021) also examined the 
human-chatbot relationship, namely, whether the lon-
ger-term use of the chatbot could lead to a social connec-
tion – more specifically, friendship – between the human 
and the chatbot. The authors based their research on the 
ABCDE Relationship Development Model (A: attraction, 
B: building, C: continuation, D: deterioration, E: ending). 
In the frame of the research, participants interacted with 
the social chatbot seven times, after which they com-
pleted a questionnaire about their experiences. The results 
showed that the sense of friendship was increasingly 
reduced in the users during the interactions. Although 
the experience of novelty appeared at the time of the first 
interaction, later the chatbot became predictable, and as a 
result, the individuals found the interactions less enjoy-
able. Subjects became less and less socially attracted to 
the chatbot over time, and for some time were reluctant 
to open up and found the chatbot less empathic or compe-
tent, which, according to the ABCDE model, necessarily 
brought about the decline or termination of the relation-
ship. The authors concluded that the research subjects did 
not develop emotions towards the chatbot and the chatbot 
did not become their friend.

Satisfaction
The main goal in the development of HCI systems is to 
achieve user satisfaction that has long been based solely 
on usability and efficiency but has recently been supple-
mented with the need to experience the entertainment 
provided by the interaction. Satisfaction requires the coin-
cidence of the user’s expectations and experiences with 
chatbots (Rapp, Curti & Boldi, 2021).

Shumanov & Johnson (2021) formulated their 
hypothesis of satisfaction with the chatbot based on the 
Similarity-Attraction theory. According to the theory, 
similarities between the interaction partners’ personality 
has a positive effect on satisfaction. The authors used the 
Big Five Personality test to examine whether the percep-
tion of similarities leads to satisfaction. The interaction 
style of the chatbots was adapted to the subjects’ per-
sonalities. The introverted chatbot engaged in efficient, 
goal-oriented communication, while the communica-
tion of the extroverted chatbot was characterized by the 
pursuit of a user experience. The authors found that the 
language used by chatbots does contribute to a sense of 
personalization, commitment, and satisfaction.

Ashfaq et al. (2020) conducted their research based 
on several models to examine the determinants of user 
satisfaction with chatbots, including the Expectation-
Confirmation model, the Information System Success 
model, the Technology Acceptance model, and the 
Need for Interaction with a Service Employee. Their 
results showed that the chatbot’s up-to-date, reliable, 
fast response and the provision of personalized attention 
have a positive effect on user satisfaction and, through 
this, on their intention to continue using the technology. 
The results also revealed that continuance intention (CI) 

is positively influenced by perceived enjoyment (PE), 
perceived usefulness (PU), and perceived ease of use 
(PEOU).

Chung et al. (2020) identified two groups of factors 
that can affect satisfaction: the effort made by the chat-
bot (interaction, entertainment, trendiness, customiza-
tion, problem-solving), and the quality of communication 
(accuracy, information credibility, communication com-
petence). The research results show that the chatbots used 
to sell luxury brands can also contribute to the acquisition 
of a favorable shopping experience that supports the estab-
lishment of a consumer-company relationship.

Li et al. (2020) investigated the factors that determine 
user demand for subsequent use of chatbots used to auto-
mate the provision of information related to travel ser-
vices. The authors examined user satisfaction along the 
following quality dimensions that determine intent for 
further use: understanding, reliability, responsiveness, 
security, and interactivity. The results of the research 
showed that all quality dimensions except responsiveness 
had an impact on user satisfaction and, through this, the 
intention to use it later. The authors explain the lack of 
a link between responsiveness and satisfaction by stating 
that in China (the country in which the research was con-
ducted), consumers are accustomed to quick responses 
from the human workforce, so this did not play a key role 
in creating their need for later use.

Eren (2021) studied user satisfaction with a chat-
bot used in banking services based on the Expectation-
Confirmation theory, which examines consumer behavior 
and purchasing decisions based on perceived performance. 
The results revealed that perceived performance, trust, 
and organizational reputation show a significant relation-
ship with consumer satisfaction with chatbots. 

Cheng & Jiang (2020) examined how the use of chat-
bots affects overall consumer satisfaction based on the 
Uses and Gratification theory. The authors identified four 
possible categories of user satisfaction with chatbot use, 
which are (1) utilitarian: the usefulness and accuracy of 
the information provided by the chatbot, (2) hedonist: the 
fun experienced during the interaction and emotional sup-
port, (3) technology: simplicity and speed of technology 
availability and (4) social: experiencing a social presence. 
The research results confirmed that these categories have 
a positive effect on consumer satisfaction and through this 
the intention to use them later.

Tsai, Liu & Chuan (2021) examined how the anthro-
pomorphic nature and social presence of the chatbot con-
tribute to the consumer’s brand commitment. The authors 
also incorporated the concept of parasocial interaction as 
a factor influencing positive branding. We speak of para-
social interactions when the relationship that people build 
with media people resembles an interpersonal relationship 
for them but is one-sided (Kassing and Sanderson, 2015). 
Tsai, Liu, and Chuan’s (2021) research revealed that the 
anthropomorphic nature of a chatbot positively influenced 
the perception of social presence through parasocial inter-
actions, which also had a positive effect on user brand 
engagement.
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Perception
Examining the perception of chatbots helps to define the 
determinants of users’ satisfaction. Based on the results 
of the present literature search, this area proved to be one 
of the most significant, as seven journal articles dealt with 
this topic.

Mehra (2021) examined the perception of chatbots 
with different personalities. For the research, three chat-
bots were developed based on the Big Five personality 
model. The three chatbot personalities were the transac-
tional, the prosocial, and the friendly ones, respectively. 
The transactional chatbot was characterized by efficient 
and focused task performance, by as little interaction as 
possible, and by seriousness. In contrast, the prosocial 
chatbot was anthropomorphic in nature and placed more 
emphasis on social interactions, however, this personal-
ity was also characterized by a certain degree of distance. 
The friendly chatbot has been developed to interact with 
users as if they were close friends. The results showed that 
the majority of the subjects preferred the friendly chatbot, 
as the users perceived the interaction with it as the most 
comfortable and the most effective.

Lee, Lee & Sah (2019) also examined user perceptions 
of anthropomorphic traits. These were analyzed not in 
relation to the personality but to the mind (mental state) 
of the chatbot, namely, whether the perception of the men-
tal state of the chatbot contributes to social presence and 
proximity and the intention to use. The authors claim that 
perceiving a mental state also has cognitive and emotional 
benefits for the users, as it contributes to a more meaning-
ful experience with the chatbot and to the feeling that the 
user is chatting with an intelligent entity. It was found that 
the more conscious the subjects perceived the chatbot, the 
stronger their sense of social presence and interpersonal 
closeness was.

Han (2021) examined whether the perceptions of the 
humanness of a chatbot affect the perception of social 
presence and entertainment. The results of the study 
revealed that the anthropomorphization of a chatbot has 
a positive effect on the perception of social presence and 
entertainment, which play an important role in purchasing 
decisions.

Schuetzler, Grimes & Giboney (2020) investigated 
how a higher level of a chatbot’s ability to chat affects 
the perception of social presence and humanity, as well 
as user engagement. The study found that chatbots with 
higher levels of conversational ability (which communi-
cated with the research subject in a personalized manner 
and used a variety of terms in the interaction) had higher 
perceptions of social presence and anthropomorphic char-
acter, as well as engagement.

Beattie, Edwards & Edwards (2020) also conducted 
a study on chatbot perception, focusing on how the 
chatbot’s use of emojis affects the perception of social 
attractiveness, competence, and authenticity. The results 
revealed that subjects also found the human interaction 
partner and chatbot to be more socially attractive, com-
petent, and authentic when using their emojis in their 
communication.

Go & Sundar (2019) investigated the effect of the 
appearance of anthropomorphic visual signals on the 
interface, the interactivity of the message, and the per-
ception of identity in their research. The authors revealed 
that the chatbot was able to create a sense of social pres-
ence without being visible to the user or having an iden-
tity because message interactivity could compensate the 
users for the lack of visual character or identity of the 
chatbot.

Park et al. (2021) investigated how the nature of com-
munication with a chatbot is influenced by the perceived 
humanity, social competence, and ideological background 
of the user. The results of the research showed that the 
ethical orientation of the subjects influences the nature of 
their communication with the chatbot. Idealists were more 
likely to communicate more kindly with the chatbot, while 
relativists tended to use offensive terms. Furthermore, it 
became apparent that the more humane individuals per-
ceived the chatbot, the more vulgar or hurtful the terms 
were used. 

Jang, Jung & Kim (2021) examined perceptions of 
chatbots from the perspective of managers. The authors 
used the theory of social representations (SRT) as the basis 
for their research to explore collective interpretations of 
the chatbot. The authors found that the perception of man-
agers regarding the use of chatbots is twofold: in addition 
to articulating the undoubted benefits of introducing the 
technology, they also perceive the challenges it generates.

Trust
Trust is a cognitive assessment and a subjective sense that 
security as a psychological need is present (Mayer et al., 
1995). Trust plays an important role in human-chatbot 
interaction, especially if the user shares personal informa-
tion with the chatbot which is risky (Zamora, 2017). In 
several HCI publications, trust appears as a determinant of 
attitudes towards chatbots (Kasilingam, 2020).

Toader et al. (2019) examined the effects of perceived 
social presence, perceived competence, and anthropomor-
phic character on the development of trust in the chatbot 
and positive consumer responses. To create their research 
model, the authors used the Social Information Processing 
theory, the Media Equation theory, and the Computers 
Are Social Actors (CASA) paradigm as a basis. The 
results have shown that the gender of the chatbot plays 
an important role in the development of trust and positive 
consumer responses. Consumers’ reviews of the anthro-
pomorphic chatbot with a female identity remained pos-
itive even when the chatbot made a mistake. The results 
also showed that subjects who interacted with the female 
chatbot were more likely to share personal information 
about themselves and elevate patronage intention (i.e., 
recommending the use of the chatbot to other individuals). 
They also found that errors of female chatbots were more 
often forgiven by users compared to those of male chat-
bots. Finally, it was demonstrated that chatbots that work 
without errors are more likely to incentivize a purchase, 
raise patronage intention, and also tend to make customers 
more satisfied.
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Nordheim, Følstad & Bjørkli (2019) developed an ini-
tial model of trust in chatbots. Their model included ele-
ments revealed in the literature (expertise, predictability, 
humanity, ease of use, risk, reputation, propensity to trust 
technology), and two other factors identified by them. 
These factors are responsiveness (the ability of chatbots to 
respond quickly and efficiently as an additional factor) and 
the perception of the brand.

Cheng et al. (2021) examined the effect of human char-
acteristics (empathy, friendliness) attributed to the chat-
bot, the disclosure of the identity of the chatbot, and the 
complexity of the task performed by the chatbot on the 
development of trust in connection with an e-commerce 
chatbot. The results show that the perceived empathy 
and friendliness of the chatbot have a positive effect on 
the development of trust, whereas empathy plays a more 
significant role compared to friendliness. The complex-
ity of the task had no significant effect on the relation-
ship between empathy and trust, while it was moderately 
affected by the disclosure of the chatbot’s identity.

De Cicco, Silva & Alparone (2020) examined how 
perceived social presence – i.e., the feeling that one is 
present with someone else – affects the development of 
trust towards the chatbot, the experience of fun during 
the interaction, and the general attitude towards chatbots, 
respectively. The authors examined the perception of 
social presence along two variables, namely, whether the 
chatbot has an avatar or not, and whether its interaction 
style is relationship-oriented or task-oriented. The authors 
have shown that a relationship-oriented style of interac-
tion contributes to the perception of social presence. It has 
also become apparent from the study that a sense of social 
presence plays a role in perceiving the entertaining nature 
of trust and interaction, which in turn leads to the devel-
opment of positive attitudes towards the chatbot. However, 
the authors found no association between the appearance 
of the chatbot with an avatar and the perception of social 
presence.

Acceptance
Acceptance is the assessment and attitude following the 
use of technology (Schuitema et al., 2010) and a condition 
for the success of an implemented system, so it is para-
mount to understand how technology characteristics affect 
users’ technology acceptance (Davis, 1987).

Richad et al. (2019) studied the willingness to accept 
a chatbot used in a banking environment based on the 
Technology Acceptance Model (TAM). The authors added 
innovation as an exogenous factor to the variables, i.e., the 
subject’s attitude towards novelties. Their results have 
shown that innovation, perceived usefulness, perceived 
ease of use, and attitudes toward using chatbots have 
increased users’ intentions of use.

Rese, Ganster & Baier (2020) investigated the willing-
ness to accept an online shopping assistant chatbot. Their 
research was based on the Technology Acceptance Model 
and Uses and Gratification theory. Research revealed that 
the authenticity of the conversation, its perceived useful-
ness, and entertainment positively influenced the willing-

ness to accept the chatbot. At the same time, safety and 
the maturity of the technology had a negative effect on the 
intention to use and the frequency of use.

Behera, Bala & Ray (2021) examined the willingness 
to accept a chatbot used to automate B2B communica-
tion based on the Technology Acceptance Model and the 
Information Systems Success model. In addition to ele-
ments of the TAM and ISSM models, the authors also 
included perceived trust and perceived risk as possible 
determinants of the willingness to accept the chatbot. 
The results of the research show that perceived ease of 
use (PEOU), perceived usefulness (PU), and perceived 
trust (PT) play an important role in the formation of user 
attitudes and intentions to use. It was also found that per-
ceived information quality (PIQ), perceived system qual-
ity (PSYQ), and perceived service quality (PSEQ) have an 
impact on user satisfaction.

Brachten, Kissmer & Stieglitz (2021) pointed out that 
before introducing chatbots into organizations, it is crucial 
to understand what factors influence employees’ willing-
ness to accept and adopt an interactive agent (without alien-
ation from the technology). The authors used the theory of 
Planned Behavior as a basis for studying the phenomenon, 
which contributes to learning about the intention to use 
chatbots. The results of the research revealed that attitude 
played a greater role in the formation of intent to use than 
external factors, such as subjective norms and perceived 
behavioral control. It was also found that the influence of 
peers on the intention to use was more significant than the 
influence of leaders.

Conclusions

The literature review aimed to explore users’ perspectives 
on chatbots with a research outcome-oriented and theoret-
ical focus. As a result of the content analysis, seven topics 
have emerged in connection with human-chatbot interac-
tion such as user expectations, attitude, experience, sat-
isfaction, perception, trust, and acceptance. Most of the 
selected articles dealt with users’ perceptions and satisfac-
tion, while expectations, experience, and attitudes were 
examined only by a few publications. 

Regarding users’ expectations, Chaves & Gerosa 
(2020) identified 11 characteristics that are important for 
users during human-chatbot interaction. Having these 
attributes, a perfect entity emerges in a cognitive and 
affective sense that rarely appears in real human-to-hu-
man interactions. Based on this, the question arises as to 
whether humans need an artifact that does not have errors 
and owns the superintelligence and moral superiority as 
Gladden (2016) described it. 

The studies have shown that in addition to cognitive 
factors, affective factors also play an important role in the 
development of attitudes toward chatbots. This implies 
that users’ feelings should also be considered when devel-
oping such technology.

Regarding users’ experience with chatbots, surprisingly, 
during the longer-term use of chatbots, individuals were less 
willing to interact with them because it became predictable 
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for them, resulting in a loss of novelty with the technology. 
These findings raise the question: what can create a need for 
multiple interactions with the chatbot? Studies examining 
user experience have also shown that simpler chatbots with 
no “uncanny valley” effect evoked less strong reactions 
from the users, as opposed to more complex interactive 
agents, which contradicts the results of Chaves & Gerosa 
(2020) regarding user expectations about chatbots.

Several articles focused on users’ perceptions of chat-
bots, examining the phenomenon in terms of the anthro-
pomorphic nature of the chatbot. One of the research 
findings was that individuals allowed themselves to use 
offensive, negative language in their communication with 
the chatbot much more than with a human interaction 
partner. Offensive communication had no negative conse-
quences on users, which however is not true in a work-
place context. Therefore, it may be an interesting question 
whether this use of the language is typical in the case of 
employees as well, given that they know the interactions 
could be stored by the chatbot.

Trust in the chatbot was another topic studied by the 
corpus articles, which is determined by several factors, 
including the reputation of the company’s brand. This 
finding draws attention to the phenomenon that in an 
organizational context employees’ trust in chatbot tech-
nology may be influenced by their commitment to the 
company.

Cheng & Jiang (2020) applied the User and gratifica-
tion Theory to examine customer satisfaction. The author 
found the dimension of U&G Theory influences posi-
tively user satisfaction. It would be interesting to explore 
whether employees’ satisfaction with chatbot technology 
can be positively influenced by the dimension of the model 
including social needs and hedonism.

The studies on acceptance showed that besides the 
perceived usefulness and perceived ease of use, enter-
tainment is also an important factor for the users. Other 
research shows (Ciechanowski et al., 2019) that the less 
humanlike attributes evoke less intense reactions from the 
users and receive more positive feedback. Based on this 
one can conclude that interface developers must find the 
right proportion between the functional and anthropomor-
phic characteristics of the chatbot.

As described above, the corpus articles studied 
human-chatbot interaction typically only from one 
aspect. Although, the focus on one issue helps to expand 
the specific knowledge of one area, for creating success-
ful human-chatbot interaction systems, all factors and 
their connections should also be considered. As Figure 
2 shows, before interacting with chatbots, users already 
have expectations and attitudes influenced by their beliefs 
and previous knowledge. During human-chatbot interac-
tion, they gain experiences and perceptions of the tech-
nology. If their experiences and perceptions coincide 

Table 4
Theories used by corpus articles

TOPIC APPLIED MODEL AUTHOR(S)

Attitude

Consumer Technology Acceptance Model (CAT) Zarouali et al. (2018)Environmental Psychology model (EPM, PAD)

Technology Acceptance Model (TAM) Zarouali et al. (2018)
Kasilingam (2020)

Experience
Uncanny valley Skjuve et al. (2019)

Ciechanowski et al. (2019)
ABCDE relationship development model Croes & Antheunis (2021)
Social Penetration Theory (SPT) Skjuve et al. (2021)

Satisfaction

Similarity-attraction theory (SAT) Shumanov & Johnson (2021)Big Five personality test
Information Systems Success model (ISSM) Ashfaq et al. (2020)
Technology Acceptance Model (TAM) Ashfaq et al. (2020)

Expectation Confirmation Model (ECM) Ashfaq et al. (2020)
Eren (2021)

Uses & Gratification theory (U&G) Cheng & Jiang (2020)
Social Presence Theory (SP) Tsai, Liu & Chuan (2021)

Perception

Big Five personality test Mehra (2021)
Social Presence Theory (SP) Han (2021
Theory of Social Attraction (SA) Beattie, Edwards & Edwards (2020)
Theory of Social Representations (SRT) Jang, Jung and Kim (2021)

Trust Social Presence Theory (SP) Toader et al. (2019)

Willingness to 
accept

Uses & Gratification theory (U&G) Rese, Ganster & Baier (2020)
Planned Behavior theory (TPB) Brachten, Kissmer & Stieglitz (2021)

Technology Acceptance Model (TAM)
Richad et al. (2019)
Rese, Ganster & Baier (2020)
Behera, Bala & Ray (2021)

Information Systems Success model (ISS) Behera, Bala & Ray (2021)
Source: own compilation
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with their expectations, they will be satisfied, accept the 
technology and they will have trust in chatbots. Due to 
their experiences, users’ attitudes may change towards the 
technology, which influences their later actions.

Figure 2
The connection between the identified topics

Source: own compilation

In the databases in which we conducted the literature 
search, no articles have been found that overviewed the 
theories applied for examining human-chatbot interaction. 
As a result of our analysis, we identified the models by 
topics scholars use for examining human-chatbot interac-
tion (Table 4). Some theories were used for studying more 
topics such as the Technology Acceptance model that 
appeared not only in acceptance but also in attitude and 
satisfaction research. Most of the publications used exist-
ing theories, and only two studies created new models. 
One of them was developed for measuring trust in chat-
bots (Nordheim, Følstad & Bjørkli, 2019), and the other 
one was for the exploration of the human-chatbot relation-
ship development (Skjuve et al., 2021). Some theories were 
applied more often such as the Theory of Social Presence, 
the Big Five Personality test, the Uses & Gratification 
Theory, the Information Systems Success Model, and the 
Expectation-Confirmation model. Most of the selected 
articles applied quantitative methods and some of them 
combined the variables of more models. Consequent to the 
literature review, it can be seen that the use of existing 
models from other fields and quantitative methods is dom-
inant in human-chatbot interaction research. However, 
chatbot technology has its features, therefore the develop-
ment of new models may help to better understand users’ 
perspectives on chatbots. The application of qualitative 
methods may contribute to the deeper analysis of the 
nature of human-chatbot interaction.

Limitations

Our search strategy followed the exhaustive review with a 
selective citation scenario which means we included only 
the peer-reviewed journal articles in the search base. This 
way, conference papers, book chapters, and other publica-
tions were excluded thus hindering the identification of all 
relevant research in the field.

The literature search was conducted only in two data-
bases which means we could not discover all the suitable 
publications.

Another limitation of our research was that we did not 
overview the reference list of the selected papers which 
would have helped to find more relevant articles.

Future research

Only two publications of the selected articles examined 
the attitudes of organization members toward chatbots 
used to automate internal communication. The study of 
human-chatbot interaction in a workplace context may 
enrich the research field. We claim that employee-chatbot 
interaction may generate different results in terms of sat-
isfaction, expectation, or acceptance because workers are 
not allowed to reject the use of chatbots.

As the results show, besides functionality, entertain-
ment is also important for users when interacting with a 
chatbot, but the presence of too many humanlike attitudes 
does not necessarily lead to user satisfaction. Therefore, 
it would be important to research the right proportion of 
social and technological functions of a chatbot.
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