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AI-based simulation framework of supply chain resilience 

Szabina Fodor, Andrea Gelei and Annamária Ónodi 
Corvinus University of Budapest 
E-mail: szabina.fodor@uni-corvinus.hu; andrea.gelei@uni-corvinus.hu; 
annamaria.onodi@uni-corvinus.hu 

Abstract: Recent developments put supply chain resiliency into focus again. Its dynamics 
especially need a more profound understanding. The paper distinguishes two types of 
dynamics: (1) among the different operational performance measures and how they affect 
overall performance (e.g. EBIDTA). (2) in the counteraction to overcome the Ripple effect (e.g. 
short-term production planning). Based on dynamic control theory, we propose applying Deep 
Reinforcement Learning, a machine learning algorithm with excellent potential for tackling 
difficulties stemming from complex dynamic decision situations. The objective is to develop a 
conceptual framework for assessing the resilience of supply chains under unpredictable 
conditions. To achieve this, reinforcement-based simulations are conducted to analyse the 
performance of our framework in various scenarios. This interdisciplinary approach is a 
cutting-edge methodology for constructing a dependable and robust supply chain that can be 
theoretically implemented in other contexts. 

Keywords: supply chain resilience; deep reinforcement learning; simulations 

1 Review of the literature and proposal of a model 

Decades of relative political and economic stability have created global chains with a strong 
focus on efficiency. However, these chains have faced severe challenges in recent years. 
Resilient supply chain management is not new, but its importance has grown. Resiliency is 
widely interpreted as the capacity of a system to recover its critical functions following a 
disruptive event and restore its performance, which is captured by the time needed for this 
recovery [1]. However, how performance is understood is up for debate. However, the literature 
lacks consensus on appropriate resilience metrics; thus, it uses proxies instead of explicit 
metrics [2]. Managing supply chain disruptions has taught us that measuring performance by 
any single measure, especially operational ones, has limitations [3]. The lack of understanding 
of dynamism among different metrics limits existing research on supply chain resiliency. Thus, 
we need a more complex approach to modelling disruption- generated performance 
consequences and how it effects overall performance [2]. We propose a dynamic control theory-
based supply chain simulation model that can handle two dynamics after a supply network 
disruption. Starting with performance outcomes. Second, modeling production scheduling 
dynamics. 

2 Methodology 

Such a simulation model incorporates two aligned optimisation issues: (1) the problem of 
production scheduling of different products and (2) the optimisation of the overall business 
performance (e.g. EBIDTA). Such a complexity is not easy to simulate, even in its simplified 
form. Reinforcement Learning (RL) is a machine learning algorithm that shows excellent 



potential in tackling difficulties of complex dynamism. It determines how to interact with the 
environment to maximise the reward. As a result, it can be used as an adaptive controller for 
complex systems. A controller, often called an RL agent, aims to acquire the optimal control 
actions that maximise the system's long-term objectives across all of the dynamic system's 
potential states [4]. The RL paradigm demonstrates significant efficacy when implemented in 
the adaptive management of intricate and dynamic systems, such as supply chains [5]. The 
complexity of the supply chain environment can exceed the capabilities of the traditional RL 
technique. This is where Deep Reinforcement Learning (DRL) is applied. The term 'deep' 
indicates using an artificial neural network to predict potential sequences of actions and link 
them to long-term rewards, hence enhancing the controllability of the solution space. The agents 
utilising DRL can generalise the value of states that have not been previously seen or 
encountered during the training phase. 

3 Closing remark 

The paper focuses on dynamism in complex supply chains in the context of supply side 
disruption. To model the complex interplay of hard-to-predict performance implications 
generated by the Ripple effect and the counteraction made in response, it proposes a novel 
DRL-based simulation with a probabilistic framework where outcomes are partly random and 
partly under the decision-makers control by embedding artificial intelligence components into 
the simulations provides adaptive behaviour. 
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Ensuring Safety and Reliability in the Age of LLM Agents 

Levente Szabados1,2 
1 Frankfurt School of Finance and Management 
2 University of Sopron 

E-mail: l.szabados@int.fs.de 

Abstract: As Large Language Models (LLMs) increasingly permeate critical sectors like cus- 
tomer service, their reliability and safety have come under scrutiny. Despite their burgeoning 
deployment, notable failures have made headlines, underscoring the urgent need for rigorous 
evaluation and risk management frameworks. This paper delves into the unique challenges of 
ensuring the safety and reliability of LLMs, particularly in Retrieval Augmented Generation 
scenarios where traditional evaluation metrics falter. Through an empirical survey, we assess 
the risk consciousness among businesses regarding AI deployment and investigate methodolo- 
gies for measuring LLM "goodness". We present practical use cases for safety evaluation and 
propose actionable, repeatable methodologies to enhance LLM reliability. Additionally, we 
offer insights into the future evaluation of LLM-based autonomous agents, contributing to the 
broader discourse on AI safety and effectiveness. Our work aims to equip stakeholders with the 
tools to navigate the complexities of integrating LLMs into business-critical operations, 
ensuring their beneficial and secure application. 

Keywords: Large Language Models; Safety and Reliability; Retrieval Augmented Generation; 
AI Deployment 

1 Introduction 

The adoption of Large Language Models (LLMs) in essential business operations is rapidly 
increasing. Their application ranges from enhancing customer service to streamlining finance 
operations, marking a transformative era in business technol- ogy. However, this transformation 
is not without its challenges, as demonstrated by the Air Canada chatbot incident[1]. This paper 
explores the critical need for safety and reliability in LLM deployments, with a special focus 
on Retrieval Augmented Generation (RAG) models, which add an additional layer of 
complexity to their evaluation. 

2 Methodology 

To understand the landscape of risk awareness and evaluation methodologies among businesses 
deploying AI, we conducted a comprehensive empirical survey. This survey aimed to gauge 
the level of risk consciousness in businesses regarding AI deployment and to identify the 
methodologies currently in use for assessing the efficacy and safety of LLM solutions. 
Additionally, we delve into the RAGAS[2] automated evaluation method and its successors, 
analyzing their practical applica- tion, strengths, and weaknesses in a business context. 



3 Results and Discussion 

The survey results reveal a broad spectrum of risk awareness among businesses, with significant 
discrepancies in the adoption of robust evaluation methodologies for LLM applications. Our 
examination of the RAGAS method and its successors uncovers their potential to offer detailed 
insights into LLM capabilities, espe- cially in complex scenarios involving RAG models. This 
analysis underscores the importance of adopting sophisticated evaluation tools to enhance the 
safety and reliability of AI technologies in business operations. 

4 Conclusion and Future Work 

The deployment of LLMs in critical business sectors necessitates a concerted effort to ensure 
their safety and reliability. Through our empirical survey and analysis of the RAGAS evaluation 
method, we highlight the need for sophisticated evaluation methodologies. Future research will 
focus on refining these methodologies and exploring the development of industry-specific 
standards to facilitate the safe and effective use of autonomous LLM agents. 
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Towards developing a framework for automated accessibility 
evaluation of web content from expert perspectives 

Jinat Ara1, Cecilia Sik-Lanyi1,2 
1Department of Electrical Engineering and Information Systems, University of 
Pannonia 
2Hungarian Research Network 
E-mail: jinat.ara@virt.uni-pannon.hu 

Abstract: In this paper, we proposed a web content accessibility evaluation framework 
considering fifteen evaluation criteria from expert perspectives. The proposed framework 
performs through (a) identifying evaluation criteria from expert perspectives, (b) evaluating 
selected criteria by executing web accessibility evaluation algorithms incorporating different 
AI methods, and (c) validating the results through experimental analysis and user-centric 
study. The proposed method is dynamic in nature and can be applied to different platforms to 
evaluate multiple web pages. 

Keywords: web accessibility, algorithmic evaluation, automated evaluation 

1 Introduction 

WebAIM reported that in 2023, across the world, 96.3% of webpages do not ensure full 
accessibility as it is quite difficult to offer a completely accessible platform that requires great 
effort and careful observation [1]. With this in mind, many studies addressed the importance of 
accessibility needs that should be focused on in the development stage for providing complete 
support of accessibility criteria [2]. Regarding this issue, several techniques have been 
introduced to evaluate webpage accessibility considering several criteria including Web 
Content Accessibility Guideline (WCAG). However, studies reported that WCAG does not 
cover every aspect that may cause improper evaluation results [3]. Also, due to a lack of 
advanced techniques, the evaluation report might not be effective for the community. The main 
aim of this paper is to contribute to the accessibility perspective of digital platforms by 
proposing an automated web accessibility evaluation framework incorporating several AI 
techniques to determine webpage accessibility considering expert perspectives. From the expert 
study, we determined some additional criteria that might be valuable to incorporate into the 
evaluation process. Based on their feedback, we identified 15 criteria such as arbitrary 
information {sever status; webpage loading time; and webpage length}, and the content 
information {paragraph length; the ratio of Hyperlinks; webpage default language; user 
information; CAPTCHA; multiple language options; image ratio; text font family; text font 
size; text pattern; content type; audio/video content ratio}. The proposed system is performed 
by incorporating AI techniques, thus it is dynamic, and it can be integrated or implemented for 
any webpage evaluation. 

2 Methodology 

The proposed framework has four distinctive layers as shown in Figure 1. The first layer is 
responsible for data initialization which is performed by accessing the HTML code of the tested 



webpage via the URL of the page. We used sublime text editor as a development framework 
and Python programming language to write the script. For HTML code access, we used an 
HTML parser which parses the HTML code and facilitates the data extraction process. The 
second layer is responsible for data extraction which performs the extracting process of all the 
necessary data or information from the HTML tree view or HTML source code of the tested 
website. The third layer is for extracted data evaluation through algorithmic observation which 
incorporates three different algorithms to evaluate every selected object included in this 
evaluation process. The proposed algorithms evaluate selected criteria considering several AI-
based auxiliary methods. The final layer is responsible for output representation. 
 

 
 

Figure 1  
System architecture of the proposed framework 

3 Conclusion 

The proposed framework is experimented on 15 web pages to evaluate their accessibility status. 
Besides, the proposed method was also validated through a user study. The details of the user 
study and experiment results will be shown at the conference. 
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The always changing data problem of using AI in manufacturing - 
Using synthetic data from the digital twin to feed AI models 

Zsolt Molnar 
University of Miskolc, Institute of Logistics, 
E-mail: zsolt.molnar.zsolt@outlook.com 

Abstract: Production is becoming increasingly flexible, which also requires the flexibility of 
the support system for the production. Artificial intelligence can be a way to provide control 
logic and control decisions for the flexible manufacturing lines .The biggest problem is 
supplying the neural network that controls the artificial intelligence with training data. In the 
article, we investigate how useful the synthetic data is during the life cycle of the production 
line. 

Keywords: flexible manufacturing, layout, systematic layout planning, digital twin, artificial 
intelligence, decision table 

1 Lifecycle of a Production Line 

Increasing the flexibility of production is the result of demand from two sides. On the one hand, 
the development of IT and automation in recent decades and the geopolitical changes of recent 
years appeared as an internal demand of manufacturing companies to be able to respond to 
market demands as flexibly and resiliently as possible. Flexible manufacturing systems consist 
of three main components: machines, material handling devices and control logic.  
 
During the life cycle of the production line (design, installation and ramp-up, improvement, 
normal operation, end of life maintenance), different products are produced at different periods 
[1]. 

2 Lifecycle of Synthetic and Real Data 

The traditional way the collection of data from the production line can start from Zsolt Molnar 
et al. The always changing data problem of using AI in manufacturing – 2 – the ramp-up period 
of the line. At that time, however, the quality of the data is generally not yet suitable for use in 
machine learning due to biases in it. We can only collect better quality data during the normal 
operation. However, this is often already too late if we are working on an AI model whose task 
is to control the production line. The situation is much better for synthetic data. Even in the 
design phase of the production line, the design data can be used to generate the initial batch of 
the synthetic data. Later, the quality of the synthetic data can be improved as the planning data 
becomes more accurate. Data mixing can also be used during data generation [2]. In data mixing 
the data package used to train the AI model contains both real measured data and synthetic data 
(Figure 1).  



 
 

Figure 1  
The availability of the real world collected and the synthetic data during the lifecycle. 

 

The article examines the impact of changes in the data underlying artificial intelligence on the 
control of production processes. It’s visible that due to frequent system changes in production, 
the collected data cannot be used or can only be to a limited extent. Therefore, by mapping the 
system, a digital twin must be built, from which synthetic data can be collected. The article 
presents the process through a real industrial example. The novelty of the method and the 
example is that it connects the life cycle of the production line with the life cycle of the digital 
twin. This is an exciting approach that will help to ensure that production lines can be used for 
longer in the future, thereby reducing investment and maintenance costs. 
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End-to-End Multi Level Encoding Methods of Visual Data 
Compression for Robust Monocular Visual ORB-SLAM 

Omar M. Salih1,2, József Vásárhelyi1 
1Institute of Automation and Info-Communication University of Miskolc 
2Department of Computer Engineering Techniques Northern Technical University 
E-mail: omar.salih@uni-miskolc.hu 

Abstract: Recently, Visual SLAM is the most used state-of-the-art technique to implement SLAM 
tasks due to its reduced cost, lower sized, and affordability. Conversely, the intensive 
computational of VSLAM systems could not fit in a wide range of limited resources and energy 
mobile devices. Therefore, a possible solution is to split its functionalities between mobile 
devices and edge cloud. This point showed the necessity for efficient visual data compression 
methods to be integrated within ORB-SLAM systems. This work proposes a multi-level encoding 
method for visual data frame compression within VSLAM systems. The results demonstrated an 
outstanding performance compared to the most popular JPEG adopted on a ORb-SLAM 
system. 

Keywords: ORB-SLAM; data compression; JPEG; image compression; visual perception; 
localisation and mapping 

1 Introduction 

Cloud-based VSLAM solutions have been widely discovered recently. It enables limited 
computational power for mobile devices to implement SLAM operation efficintly. However, 
network latencies problem arises when working on low bandwirth networks [1,2]. The 
contribution of this article is to present a novel multi encoding visual data compression 
methods, used for compress input frames to high compression ratios while preserving the 
information quality. Showing the feasibility of integrating within the Compress Then Anayze 
(CTA) and Anayze Then Compress (ATC) frameworks of ORB-VSLAM. The proposed 
method is compared to the a corresponding VSLAM architecture utilized JPEG compression 
standard, which is most popular lossy compression standard. 

2 Methodology 

The compression algorithm is implemented on the mobile device, which receives the raw frame 
input data directly form the attached camera. It can be used in both CTA and ATC frameworks. 
in CTA, the mobile device compresses every input frame and transmit the encoded data to the 
cloud to decode to process the ORB- SLAM tasks. Regarding ATC framework, the mobile 
device deploys both the proposed image encoding algorithm along with the tracking module to 
maintain instant real-time operation. In this case, the tracking is accomplished on the raw sized 
data while the encoded frames are transmitted to the cloud for map reconstruction and loop 
closing operation. These frameworks options are selected depending on the application at hand 
and the computational power of the mobile device itself. 



3 Results and Conclusion 

The results demonstrated that the ORB-SLAM integrated with the proposed system overcomes 
the equivalent JPEG system in terms of compression ratio, PSNR, and SSIM. This clear 
outstanding superiority is attributed to the multi-encoding module added to the compression 
system. However, this addition increased the execution time, which can be seen clearly in low 
QF values. As the QF increased, more duplicated values and zeros are present in the data, 
yielding faster processing, low header and encoded data size, and higher compression ratios. 
Nevertheless, this higher execution time cannot affect real time operation if we consider the 
transmission latency, which is beyond the scope of this work. Future direction includes 
neglecting the compressed data header and harnessing the cloud computing power to directly 
decompress the results, which can significantly increase the compression ratio. Furthermore, 
research for efficient hardware implementation using cutting-edge devices, like Field 
Programmable Gate Arrays (FPGA), is needed since it is well suited to deploy the multiply 
accumulated operation in the proposed method. 
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Application of Process Discovery Methods for Identifying 
Successful Learning Procedures in Programming 

Erika Baksáné Varga, Attila Baksa 
University of Miskolc 
E-mail: erika.b.varga@uni-miskolc.hu 

Abstract: Process mining is a set of techniques used to analyse event data to understand and 
improve operational processes. One way of achieving this is to discover the driving process of 
the activities that occurred in a system. Technically, process discovery algorithms are used to 
transform an event log into a process model which is representative of the activities registered 
in the given system. In this paper we report on an experiment with students’ commit data 
concerning programming assignments. The commit events were registered by Github and we 
applied Alpha Miner, Heuristic Miner and Inductive Miner algorithms as implemented in the 
pm4py package to discover the learning process of first-year Computer Science students in an 
introductory programming course. 

Keywords: process discovery; pm4py; learning process of programming 

1 Introduction 

Within the domain of education, understanding how individuals learn and retain information is 
of great importance in creating effective instructional methods [1]. Traditional approaches to 
teaching often assume a one-size-fits-all approach, disregarding the fact that each learner has 
unique preferences and cognitive processes. As a result, this can lead to suboptimal learning 
outcomes and hinder the development of individuals' skills [2]. Therefore, the identification of 
successful learning processes can significantly enhance educational practices. To address this, 
the field of process discovery offers a promising avenue for uncovering and analysing the 
patterns and strategies that successful learners employ [3]. By applying process discovery 
methods to the study of learning procedures in programming, instructors can gain valuable 
insights into students’ behaviour and can highlight problems that need more iterations to be 
solved. 

2 Methods 

In this research, we employed the pm4py Python program library developed by Fraunhofer 
Institute to implement algorithms and services connected to process mining. Since process 
discovery algorithms were in the focus of our investigations, we examined the Alpha Miner, 
Inductive Miner, and Heuristic Miner methods to reveal the process model from the event log. 

3 Data and Results 

Our experiment covered 59 practical problems propagated using Github Classroom as out-of-
class assignments in an introductory programming course among 70 first- year students of a 
Computer Science BSc program. Students initiated all together 1678 commits, amongst which 
869 were successful. By applying process discovery methods to this event log, we first created 



a learning process model that is representative of the individual cases to identify bottleneck 
problems that hinder students’ progress. The second experiment concentrated on producing the 
learning process model of successful students to be a showcase for other students. 
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A Generator-Evaluator Framework for Automatic Question 
Generation from Program Codes 

Jawad Alshboul, Erika Baksa-Varga 
University of Miskolc, Faculty of Mechanical Engineering and Informatics 
E-mail: alshboul.jawad@student.uni-miskolc.hu, erika.b.varga@uni-miskolc.hu 

Abstract: This research proposes a framework for automatic generation and evaluation of 
questions based on large language models. Large language models are causing a stir in 
understanding computer languages. They are used in coding and software development to 
generate questions about code automatically. For example, you could input a Python script, 
and these large language models could spit out a bunch of relevant questions. This makes 
evaluating code faster and super helpful for code reviews, online tech support, and teaching 
programming. Technology and software development must keep up with each other in a world 
that relies so much on technology. However, with so many large language models out there, it 
is crucial to compare how well they perform in terms of speed and quality of their output. That 
is where this research comes in. We are diving deep into several of these large language models 
to see how they compare against each other. We have defined a strict set of standards to 
measure them against, like how relevant, clear, and concise their responses are and how much 
ground they cover. By carefully evaluating each model based on these criteria, we get a better 
idea of what they are good at and where they could improve. 

Keywords: Large Language Models; Question Generation from Code; Performance 
Comparison 

1 Introduction 

Academic textbooks on computer programming contain texts, images, and codes. The latest 
studies are centered around crafting questions based on text, though there is also a branch of 
research delving into crafting questions from visuals or images [1]. The review paper [2] 
recommends Implementing question-generation approaches to generate questions on 
programming-related topics and develop evaluation metrics for these generated questions. 
Ontologies have been used to generate learning materials for educational purposes, as in articles 
[3] and [4]. Consequently, the authors in [1] proposed a hybrid approach for automatic question 
generation from program codes. Recently, the study of how computers understand human 
language, known as Natural Language Processing (NLP), has advanced greatly. This progress 
is mainly due to the availability of tons of texts for analysis, and the technology behind large 
language models has improved. These large language models are like the heart of NLP progress. 
They are incredibly good at understanding and creating human-like language, which has excited 
researchers. 

2 Research Aim and Research Objectives 

This research aims to unearth insights that can be pivotal in various applications. 
By recognizing and showcasing these top performers, we aim to provide valuable 
guidance to educators, developers, and researchers, offering them a basis for making 



informed decisions about utilizing large language models in code-related tasks. The 
primary objectives of this research are as follows: 
 
RO1. Develop an approach for evaluating and comparing the performance of LLMs 
in question generation from program codes. 
 
RO2. Define a set of evaluation criteria, including relevance, clarity and coherence, 
conciseness, and coverage, to measure the quality of questions generated by LLMs. 
 
RO3. Evaluate and rank the selected LLMs based on their performance generating 
questions from program codes. 
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Abstract: This study explores the integration of spatial artificial intelligence (SAI) in the 
creation a digital twin of a university campus - namely the Zalaegerszeg University Centre of 
the University of Pannonia - for immersive virtual reality tours. Spatial AI techniques such as 
photogrammetry and LiDAR scanning were used to create detailed virtual replicas of campus 
buildings, landscapes, and infrastructure. With the help of these tours in virtual reality, users 
can explore the campus remotely, experiencing enhanced accessibility, interactivity, and 
engagement. Using the 4-factor version of the Presence Questionnaire 3.0 and the System 
Usability Scale, the virtual environment was evaluated by assessing the opinions of 18 
university students. Our findings show the transformative role of spatial AI and virtual reality 
technology in redefining how environments are experienced and accessed. This can open new 
ways for spatial cognition research and other, immersive experiences. 

Keywords: digital twin; digitization; human-computer interaction; spatial AI; virtual reality 

1 Introduction 

Digital twins, virtual counterparts mirroring real-world entities or systems, have emerged as a 
transformative concept with large implications across multiple industries [1, 2]. This paper is 
an initial step in a larger research project, where our current goal is to test the level of realism 
of the 3D walkthrough we have produced. 

2 Materials and methods 

We used spatial AI techniques to digitize the Zalaegerszeg University Centre of the University 
of Pannonia and provide immersive virtual reality (VR) tours. During the study, two digital 
twins were created: a point-cloud and a version comprising of 360° photos. Using the 4-factor 
version of the Presence Questionnaire 3.0 and the System Usability Scale, feedback was 
gathered from 18 students. 

3 Results and discussion 

Feedback from participants in the VR tours was positive. They reported high level of presence 
in the virtual environment, while believing that it was easy to use. Using VR technology for 
exploration has significant implications: VR can serve as a valuable tool for orientation 
programs, campus tours, virtual classrooms, and human-computer interaction. By simulating 
real-world environments, VR can enhance spatial cognition and helps experiential learning 
opportunities. 



4 Conclusion 

In conclusion, our study demonstrates the potential of spatial AI and VR technology in 
digitizing university campuses and providing immersive campus tours. By offering such virtual 
experiences, VR can revolutionize how we explore and engage with certain environments. As 
technology continues to evolve, the integration of spatial AI and VR can transform experiences 
and advance research in spatial cognition and human-computer interaction. 
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Abstract: The adaptation of ethologically inspired behavior models for human- machine 
interaction has become a challenging research topic in recent years. Ethology is the study of 
animal behavior, including for example communication, predation, defense, aggression, and 
related behaviors and in laboratories. This paper presents a fuzzy behavior description 
language approach for analyzing animal aggression behavior. To analyze and classify the 
subjective impression of aggression behavior in a particular situation, fuzzy logic and fuzzy set 
theory approaches are used. This research aims to perform a meta-analysis of aggression 
behavior based on the fundamental values of animals and the possible ways of implementing 
the animal aggressive behavior in robots, ultimately aiming to enhance the adaptability and 
effectiveness of human-robot interaction and performance in various real-world scenarios, e.g. 
by expressing disagreement in the direction of the human operator in case of unclear, or unsafe 
cooperative situations. In both industrial and everyday settings, mobile robots and robotic 
vehicles are becoming increasingly prevalent. Integrating aggressive behavior into robotics is 
essential for boosting interactions between humans and robots, promoting safety in dynamic 
contexts, and getting a deeper understanding of animal behavior. It aids robots in asserting 
their presence, maneuvering around barriers, and efficiently adjusting to dynamic 
surroundings. This guarantees more seamless operations in industrial and daily environments, 
while also enhancing our comprehension of both robotics and ethology. This work presents 
graphical depictions of various animal behaviors, as well as trajectories, Gazebo simulations, 
and RViz visualizations of the animal robot, demonstrating the animals escape behavior. 

Keywords: Ethologically Inspired Behavioural Models, Fuzzy Behaviour Modelling, Fuzzy 
Behaviour Description Language, Robot operating System, Gazebo, RViz 
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Abstract: The increasing demand for human-robot cooperation requires the creation of solid 
object avoidance skills to guarantee safe and effective functioning. This paper introduces an 
innovative approach that combines fuzzy behavior fusion with virtual force field navigation to 
empower the robot to achieve its goal. The study encompasses animal behaviors, such as 
animal escape behavior, and how a robot (animal) will behave when an unfamiliar object or 
another unfamiliar robot approaches while the robot is trying to do its goal task. Utilizing 
virtual force field navigation and fuzzy behavior fusion has been demonstrated to be a 
successful approach for guiding robots toward their desired goals. The systems capacity to 
adjust to evolving conditions amplifies its overall efficacy and dependability. The proposed 
strategy has the potential to improve the efficiency of robot behavior in various sectors, such 
as manufacturing, logistics, and healthcare. 

Keywords: Virtual Force Field Theory, Robot Operating System, Gazebo, Rviz, Fuzzy 
Behavior Fusion. 
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Recent studies on the impact of technology on student learning show that contemporary tools 
increase student engagement. One of the most effective technologies is natural language 
processing, a sub-field of AI that focuses on human languages and can be used in education by 
generating multiple-choice questions (MCQs) based on typed text. MCQs are a type of exam 
question in which the respondent is presented with different answer choices for a question, from 
which he or she must select the correct answer.  
 
Our analysis involved testing different software with varied difficulty input texts. We evaluated 
text summarization, keyword extraction accuracy, question pertinence, and distractor quality 
(to assess comprehension and reasoning). However, it might be time-consuming to generate 
high-quality MCQs. As the AI field is rapidly evolving, multiple tools have been developed to 
help users in diverse areas, including education. This led to the creation of a multitude of 
software designed for the automatic generation of MCQs from an input text. The research began 
by examining relevant studies reviewed various automatic MCQ generation techniques, 
including open source programs, datasets and commercial solutions. We also examined a 
number of barriers to MCQ generation, such as the need to produce MCQs of high quality. This 
highlights the need for a comparative analysis to understand the advantages and disadvantages 
of each tool for instructors and quiz makers. We have two types of AI tools for MCQ generation: 
large language models (ChatGPT, Google Gemini) and MCQ-specific solutions (QuizGecko, 
Questgen). These programs typically turn declarative sentences into questions based on 
keywords and main idea. Recently, RNN, LSTM and GRU neural networks were used for word 
processing tasks, but with the so-called attention mechamism and positional encoding, 
transformers models are much more suitable for the task and capable of higher speeds, making 
it more efficient to use. 
 
To ensure unbiased analysis, we built our own dataset for testing. This dataset included four 
texts of varying difficulty (CEFR levels A2 to C2), combining academic and public source 
materials. This variety reflects different writing styles and complexities, making the dataset 
well-rounded for assessing the adaptability of MCQ generation tools. In the examination, it was 
also important to define clear and objective evaluation metrics which are free to any biases to 
measure the efficiency of each application. The first part of the examination checks the clarity, 
relevance, and difficulty level of the questions generated by each tool. In order to have an 
efficient MCQ quiz, we should have cohesive and clear questions that match the complexity of 
the text. In that way, students can be efficiently assessed about their learnings depending on 
their English level and the topic covered. This method allows us to differentiate between the 
tools that can only generate basic questions and the ones that are more sophisticated. After 
defining the evaluation metrics, we proceeded with a collaborative evaluation:we invited ten 
participants to evaluate the different tools too based on the same metrics. Every participant was 



asked to evaluate the tools based on the primary metrics that included: the quality of every 
question, the quality of each set of distractors, and the quality of the right answer. 
 
Our assessment were carried out in three main categories. In the collaborative analyses, the 
quality of the questions, the generation of correct answers and the generation of distractors were 
analysed. For the secondary metrics, we compared non-functional characteristics of the tools, 
such as ease of use, speed of generating MCQs, and individual limitations. We then subjected 
each model to a performance evaluation, where we applied each of the classification categories 
of the confusion matrix we further developed to fit our purpse. After that, we grouped all of the 
800 ratings from 10 participants into classes and we performed a distribution of the most 
common metrics used in ML model performance evaluation: Propotion, Accuracy, Precision, 
Recall and F1 Score, to compare the effectiveness of each tool. 
 
Based on the results, the primary metrics yielded some noteworthy conclusions. ChatGPT and 
Gemini excelled in core metrics like question quality. Questgen and QuizGecko followed 
closely. When the tools were evaluated using secondary metrics, a new set of observations 
appeared Usability-wise, QuizGecko and Questgen shone with user-friendly interfaces for 
customizing quizzes. In terms of the speed of generation, most tools worked well, with the 
exception of QuizGecko, which had a noticeably longer processing time. As far as performance 
evaluation is concerned, the metrics show an even more mixed picture. In the competition 
within the category, Gemini beats ChatGPT and Questgen beat the underperforming 
QuizGecko, as we also find that in the results of our present test, there is no difference between 
general-purpose AI and purpose-built AI. 
 
Our analysis helps instructors choose the best MCQ generator for their needs by revealing each 
tool's strengths and weaknesses. As technology improves and demand for customized 
assessments rises, MCQ generation is likely to become more effective and accurate. However, 
further research with broader applications and a wider sample size is needed for definitive 
conclusions. 
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Abstract: In today's fast-paced technological landscape, the process of booking 
accommodations has significantly improved in terms of convenience. Rapid technological 
advancements have not only revolutionized our lifestyles, but also spurred the emergence of 
new behavioral patterns and communication habits. The integration of AI-based decision-
making has notably benefited various sectors, including the tourism industry, by providing 
optimized customer-centric solutions. Both traditional procurement processes and value-driven 
decision-making now heavily rely on Object-Attribute-Matrix versions for enhanced efficiency 
and effectiveness (c.f. https://miau.my-x.hu/miau2009/index.php3?x=e0&string=ideal-). 
 
Through the use of Artificial Intelligence, tourism businesses are able to collect, analyze, and 
manage extensive amounts of data. For instance, in the case of accommodations, this may 
encompass various aspects of the services such as smoking policies, parking availability, 
shower quality, provision of towels, and distances from key landmarks. This wealth of data 
enables hotels and online travel platforms to offer personalized tourism experiences to both 
business and leisure travelers, considering the location of the accommodation and the value-
for-money factor. This approach differs from traditional methods which typically optimize 
based on a price-performance ratio. Customers now have the ability to specify their 
preferences, such as the proximity to the city center in relation to price. This direction-oriented 
preference system should be established for each attribute. Decision-making scenarios driven 
by human ideals involve an envisioned "dream accommodation," against which real 
accommodations are assessed based on their virtual multi-dimensional distances, rather than 
their actual performance characteristics. Notably, accommodations closer to the ideal standard 
may command higher prices. This represents a groundbreaking approach towards personalized 
customization through automation. In the methodology section of the presentation, the authors 
emphasize that accommodations have numerous attributes, but it is challenging to obtain 
genuine Online Accommodation Matching (OAM) from support portals. As a result, tourists 
must manually conduct analyses, which is a time-consuming process. However, the portals have 
structured data accessible through APIs and could be utilized if there is an economic incentive 
for the portals to integrate such a service. The consideration of prospects involves the potential 
automation and integration of this type of decision support within large portals as a specialized 
service. 

Keywords: customization, tourism, data-driven decision-making, AI, ideal-oriented 
price/performance 
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Abstract: The first peacekeeping operation was established in 1948 and since then, there have 
been more than 70 UN peace operations around the world. Over the years, UN peacekeeping 
has evolved to meet the demands of different conflicts and the ever- changing political 
landscape. UN peacekeeping, which was traditionally developed to deal with inter-state wars, 
has been increasingly adjusted to new (Kaldor, 2012) intra-state conflicts since the 1990s when 
armed oppositional militias and other non-state actors have become the key actors. Until the 
1990s, super power rivalries during the Cold War paralyzed the functioning of the UN Security 
Council, therefore the priorities of international peacekeeping remained limited to maintaining 
ceasefires and stabilizing conflict situations with simple and narrow mandates (Oksamytna and 
Karlsrud, 2023). Then, since the beginning of the 1990s and especially from the 2000s, the UN 
started to shift and expand its field operations from the 'traditional' approach with military and 
law-enforcement priorities to more complex missions. This enthusiasm was outlined for 
example in the document titled “An Agenda for Peace” in 1992 (Boutros-Ghali, 1992) and the 
Brahimi Report in 2000 (UNGA, 2000). After the failures and tragedies between 1992 and 1995 
(whether it comes to the tragedy in Somalia, the massacres in Srebrenica or the genocide in 
Rwanda, to mention a few) an exhaustive academic literature argued that a completely new 
approach is needed in the course of peace operations to better address the root causes of 
conflicts (e.g., Colletta and Muggah, 2009) and resolve humanitarian crises. Some scholars 
also argued that due to globalization and technological revolution new approaches were 
needed to address the legal and moral challenges induced by new innovations and 
technological revolution (Kaldor, 2019). During the last two decades, the UN has already 
issued several guidelines and strategies to better address the ever-changing nature of 
international politics and armed conflicts in the age of artificial intelligence (AI) (e.g., UN 
DPPA and UN Global Pulse, 2019). The intensifying technological revolution and related data 
risks are among the most urgent challenges that the organization should deal with. Even though 
the International Committee of the Red Cross found that AI-powered autonomous systems are 
not at all in compliance with and go beyond the traditional questions of existing rules of 
international humanitarian law (ICRC, 2018), Secretary-General António Guterres stated in 
2018 in his Strategy on New Technologies that “engagement with new technologies is necessary 
for preserving the values of the UN Charter and the implementation of existing UN mandates” 
(UNSC, 2018: 4.). Now, the UN is to support the adoption of automated algorithmic systems 
for managing large-scale data and it has just started to enhance its AI-powered analytical and 
predictive capacities to better react in conflict situations (Pauwels, 2020; UN Global Pulse 
2018). In Somalia, the UN used social media content analysis and data from public Facebook 
groups to detect how influencers and fake news thematize public discourse and identify trending 
topics related to peace and security (UN Global Pulse, 2018). In Yemen, itinitiated an AI-
powered, large-scale dialogue with over 500 Yemenis to hold real- time conversations and 
make its peace mission more inclusive (OSESGY, 2020). Furthermore, based on a joint effort 
made by UN agencies and member states, a Smart Camp initiative has been launched in 2020 



to facilitate planning, management and decision making, enhance safety and security, minimize 
the mission’s environmental footprint and improve day to day life in Dukra camp, along the 
border between Sudan and South Sudan. The presentation provides a brief summary on the 
evolution of UN peacekeeping and some of the latest innovation projects within the UN system. 
Among them, a special attention is devoted to an Ugandan case study where AI-powered radio 
content analysis methods were developed by the UN to monitor public discourse in host 
communities during a refugee crisis in 2015 and to explore how insights from public radio talks 
could provide real time information on different issues of concern. After conducting field 
research in Uganda and making expert interviews with data scientists (UN) in April, 2023, the 
purpose of this presentation is also to raise some awareness to the latest AI innovations and 
trends within the UN. 
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1 State of the Art 

The use of motion capture technology in the preservation and documentation of traditional 
dance forms has been demonstrated in a number of studies. [1][2][3]. Examples of three-
dimensional digitisation of dance heritage already exist. [4] At the same time, the didactic 
development of the teaching of this important and advanced activity phenomenon of our kinetic 
artistic heritage has only scattered examples. [5] 

2 Virtual Reality in Performing Arts - Dance Pilots 

The present pilot is a dance curriculum development project, initiated in 2018. The benefits of 
virtual reality in the performing arts, which are based on three fundamental principles, are as 
follows:  
1. A complete didactic reform to achieve kinetic and artistic goals.  
2. A multidisciplinary dance research project to frame dance teaching material.  
3. The implementation of pilots to preserve and publish dance cultural heritage.  
Firstly, in collaboration with international universities, an innovative curriculum of dance 
teaching materials in a virtual space with a historical perspective was developed and tested. 
[6][7][8][9] Subsequently, footage of ballet and Hungarian folk dance was produced utilising 
motion capture. The material was subjected to a testing. The principal collaborators were the 
CYENS Centre of Excellence in Nicosia, the Csillagszemű Dance Ensemble, which employs 
the Timár-method, and Europabellett Sankt Pölten. 

3 A specific study of folk dance motion capture data 

One of the specific objectives of our testing of folk dance material is to assess the dancer’s 
perception of non-isochronous dance music. The enculturation of music based on isochronous 
rhythms makes the perception and reproduction of non- isochronous music challenging. One of 
the primary challenges in folk dance education for numerous ethnic groups, including 
Hungarians, is the ability to transition between the two types of perception. [10]  
A substantial body of research has demonstrated the significance of rhythm perception in body 
movement. [11][12][13] Consequently, we examined the relationship between music 
perception and the precision of dance execution in the context of non-isochronous music. The 
distinction in perception was illustrated by superimposing two frecorded versions of the same 
dance from the Hungarian male solo dance material entitled "Ritka legényes". [14] The 
visualisation facilitated the identification of the constant elements of the perception of non-
isochronous music, thus enabling an assessment of the accuracy of music perception. This 



allowed us to obtain data for measuring the perception of the efficacy of switching to non- 
isochronous music and musical adaptation in body movement.  
The superimposition of motion-capture footage has proved an invaluable tool in the didactic 
development of the dancer's perception, facilitating the teaching of the switch between the two 
senses and following music. This has enabled the creation of more effective feedback 
throughout the process. The presentation will provide a concise overview of the findings from 
this pilot study on the measurement of perception. 

 
Figure 1  

“Sűrű legényes” dance music – isochronous meter. 

 

 
Figure 2  

Macedonian dance music – defined non-isohronous meter, a comparative South Slavic example. 

 
Figure 3 

“Ritka legényes” dance music – non-defined non-isochronous meter.  
This is a metrical structure that can be situated between the Macedonian and the other Hungarian example. 
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Visualization of BMN Benesh Movement Notation System - 
TRACK III 
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Abstract: Dance is an ephemeral art form, created on the human body and presented to an 
audience for a moment. The typology of dance - technology is one of the last performing art 
forms to develop. Notation scores for dance, music, and theater have existed for some time, but 
the remaining notation systems2 that perpetuates dance literacy are relatively unknown except 
to a few trained notators. From early pioneers in the field [1a)] [1b)] [1c)] to late scholars, 
[2a)] [2b)] [2c)] it has been recognized that a translator (DanceWrite3 & Mac Life Form / 
Laban writer4) between existing notation systems, and a 3D avatar (based on human figure 
animation) could dramatically increase the ability to support dance education and its subfields 
in higher education institutions. This study is to analyze a post-production of an ongoing project 
[3] from a triangular methodological approach: instructor's perspective (dance and BMN), 
students’ feedback (elementary5 and college6 level in dance and BMN) and choreographer's7 
perspective (dance and LMA) to bring an experimental result to validate VMO [4]. It aims to 
find a solution for the missing semantic gap. It points us in the direction of why an application 
of the BMN system to OWL [5] to form a BeneshReader-Writer [6] notation editor for the 
technology (PhaseSpace Impulse X2) [PhaseSpace2014] used in the project would be a useful 
pedagogical tool to fill the missing semantic gap. And how this interface would allow for a 
complex, fluid approach between semiotics and phenomenology with an increased practice 
domain between art, science, and technology. 

Keywords: Folk Dance Methodology, Applied Ethnochoreology, and Ethnomusicology, 
Supported Visual Effects, Collaborative Creativity, Presentational Choreographic 
Representation, 



1 Conceptualization 

1) BMN’s guide to building a Video Movement Ontology (VMO) for Folk Dance Mocap Lab 
with proposed goal: Establish a BWR-PS database, development of a PS-BWR automatic 
translation with added animation softwares to support classroom instruction and e-learning. 

 

Need: Check for correctness (Compare 2D Visual Notation Score with Computer generated 
Score, Ruling Key-Frames. 

2) Studying with LMA during the Folk Dance Mocap LAB [3]: 

 

2 Conclusion 



LMA is probably the most widely taught dance notation, but the Benesh system is the most 
widely used for its visual effects. To overcome the current semantic gap problem and to 
improve current teaching and learning methods: 1) formation of an integral system of 
methodological (BMN) and new technology development in the field of cultural studies, 2) 
creation of experimental sites for the conduct and implementation of scientific, theoretical and 
practical research, testing of innovative technologies - (Scientific & Methodological 
Laboratory), 3) correspond to the priority directions and problems of development of folk 
dance mastery, pedagogy of choreography, music theory, art management, social and 
humanitarian sciences. Increase the efficiency of scientific work through the implementation 
of fundamental and applied research in the field of choreographic art. 

3 General Conditions 

Literature, virtual performance, knowledge / cognitive skills, language design, origin 
choreographic intention / cultural heritage 
A substantial body of research has demonstrated the significance of rhythm perception in body 
movement. [11][12][13] Consequently, we examined the relationship between music 
perception and the precision of dance execution in the context of non-isochronous music. The 
distinction in perception was illustrated by superimposing two frecorded versions of the same 
dance from the Hungarian male solo dance material entitled "Ritka legényes". [14] The 
visualisation facilitated the identification of the constant elements of the perception of non-
isochronous music, thus enabling an assessment of the accuracy of music perception. This 
allowed us to obtain data for measuring the perception of the efficacy of switching to non- 
isochronous music and musical adaptation in body movement.  
The superimposition of motion-capture footage has proved an invaluable tool in the didactic 
development of the dancer's perception, facilitating the teaching of the switch between the two 
senses and following music. This has enabled the creation of more effective feedback 
throughout the process. The presentation will provide a concise overview of the findings from 
this pilot study on the measurement of perception. 
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Abstract: This study explores the fairness of ChatGPT in generating scientific literature 
reviews and citations. We used OpenAlex as our baseline dataset, and exported all 20 most 
popular scientific research topics within 26 dif erent main scientific research fields. We 
calculated the consistency of the reviews using average cosine similarity, and found that the 
answers are not so random for the same prompt, their consistency was between 0.39 and 0.48, 
the highest consistency was for the medical fields and lowest for arts, humanities and social 
sciences. We also found that in almost every field the average proportion of women was higher 
in the references provided by the ChatGPT than the papers in the OpenAlex database, which 
indicates that work produced by more gender-diverse teams is better represented than by the 
scientific community in general. This study highlights potential biases in LLM-generated 
academic content, underscoring the need for ongoing evaluation and refinement of these 
models to ensure equitable representation in scientific research. 

Keywords: ChatGPT; gender bias; scientometrics 

1 Introduction 

On 30 November 2022, OpenAI has published ChatGPT, an AI language model, which has 
abruptly changed the way we communicate, learn and conduct research.. The use of ChatGPT 
has also become widespread in knowledge production and scientific publication[1]. It holds 
promise in tackling long-standing inequalities in academia, such as helping non-native English 
speakers articulate their scientific discovery better, more efficiently, with a more coherent 
style[2]. Moreover, generative AI, trained on scientific datasets, could potentially generate 
reviews of the less biased and more thorough scientific literature reviews [3]. In scientific 
production, previous versions of ChatGPT have been shown to create factually incorrect 
answers and generate non-existing references [4]. 

2 Data and Methods 

In this paper, we examine references generated by the latest ChatGPT model (GPT-4o) in 26 
different research areas 1 . Specifically engineered a prompt that asked ChatGPT to write 
literature reviews in several subfields and provide references that contained authors' full names, 
article titles, journals, and publication year with DOI. We compared the resulting references by 
fields with all publications cited at least twice in OpenAlex by articles published within the 



given subfield. Our analysis consists of the cited articles publication years, journals by impact 
category, and the gender setup of the co-author teams. We also investigated the consistency of 
the literature reviews the model wrote on the same topic. 

3 Results 

We investigated whether the references given by ChatGPT were biased compared to the 
references used by scientists within the research field in OpenAlex. We found that ChatGPT 
cites newer papers than what the distribution of citations would suggest in 65% of the main 
research fields. Our analysis also revealed that ChatGPT cites papers from different impact 
categories with similar probability, which results in a lower level of Q1 citations than the 
baseline would suggest. Finally, we computed the average ratio of women among cited papers 
and found that ChatGPT cites papers with a higher ratio of women than field-specific ratios 
would suggest. The Mann-Whitney test showed a significant difference for all fields except 4 
(Business, Management and Accounting, Computer Science, Immunology and Microbiology, 
Mathematics). However, these results could be due to citing newer works, since the ratio of 
women has increased in scientific fields at the last 50 years. 
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Abstract: This paper explores a concept of personalized serious game configuration that 
adaptively adjusts game difficulty. Leveraging a neural network trained on players' 
performance data, the configuration of game parameters can be automated. The process 
involves three phases: data collection, data evaluation, and personalized recommendation 
generation. By iteratively applying these phases, changes in cognitive abilities can be detected 
and tailored game settings are provided continuously. Additionally, the method offers an 
adaptive game-based assessment to estimate cognitive abilities. This approach demonstrates a 
novel application of artificial intelligence in enhancing serious game design and cognitive 
assessment. 

Keywords: serious game settings; neural network application; educational game 
configuration; cognitive assessment; adaptive game difficulty 

1 Introduction 

The impact of digital games on cognitive development is supported by existing research 
suggesting positive correlation between usage of educational games and cognitive ability 
enhancement [1] [2]. Game-based learning further facilitates engaging and motivating 
environment, which augments learning experience. Notably, the willingness to persist in 
playing educational games is influenced by the perceived challenge [3]. Therefore, in designing 
serious games, it is essential to provide appropriate difficulty levels to maximize educational 
potential. Modifying game parameters likely provides insight into the parameters’ relation to 
the game difficulty while enabling cognitive assessment [1]. Incorporating artificial intelligence 
to generate personalized game parameter settings, presents an innovative and effective 
approach [4]. 

2 Personalized Adaptive Game Configuration 

An algorithm leveraging a specific neural network module was designed to automatically 
configure different game’s parameters based on the participants' cognitive abilities and in-game 
achievements. The personalized configuration process comprises three phases: data collection, 
data evaluation and individualized game setting recommendation.  
 
The objective of the first phase is to acquire sufficient data of game results of different players, 
and their relevant cognitive abilities. Normalized data is represented in three vectors capturing 
parameter values, individual ability values and the outcome of the game. This serves as training 
input to the neural network, resulting in each game’s difficulty model to be represented by a 
specific trained neural network. The model facilitates personalized configuration based on the 



user’s cognitive abilities when the input of the AI-model is the expected outcome of the game 
and the player’s abilities. In addition, it can estimate missing ability values. For this, game result 
and parameters are provided as input data.  
 
The described phases can be applied iteratively which supports detecting changes in cognitive 
abilities. Remarkably, the assessment relies highly on training data. As a consequence, the scale 
on which ability values are measured is adaptive to the control group and flexibly changes with 
the actual achievements of players. 
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Abstract: The Large Language Models (LLMs) are one of the most popular topic in nowadays. 
One of the first and biggest milestone in public expansion of Large Language Models was the 
introduction of ChatGPT toolset. Several information technology and industrial company 
started to research and apply the LLMs for the wide range of problems. But in that point it is 
worth to mention what are Large Language Models and what are they used for? One of the 
purpose of the article to make a quick introduction about Large Language Models and give 
some real life example about what they are used for in general. As their name indicates LLMs 
work on large datasets but it is worth to ask the question when a model is considered good 
performant and what criteria or so-called metrics can be used to evaluate the models. Since 
this task is not at all self-explanatory, it is worth examining several aspects that can be used to 
evaluate a model. In the recent years, extremely great progress has been made in terms of the 
development of the field of LLMs. Another purpose of this paper is to guide the reader through 
the various aspects that are most often used in the evaluation of large language models and 
give an insight into future development opportunities. The article introduces the basic concepts, 
some of the more important steps and elements of natural language processing and give a 
detailed description about the metrics used to evaluate the accuracy and performance of LLM 
models. 

Keywords: llm; metrics; ai; evaluation 
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intelligence 

Mercédesz Porkoláb, Bertalan Forstner 
Department of Automation and Applied Informatics, Faculty of Electrical Engineering and 
Informatics, Budapest University of Technology and Economics 
E-mail: 09dporkolabm@edu.bme.hu, forstner.bertalan@aut.bme.hu 

Abstract: This study presents a novel approach that utilizes a cognitive neural network to 
estimate the difficulty levels of cognitive games where NP-complete tasks make even an 
approximate estimation of the diffuculty cumbersome. The investigation emphasizes two 
primary aspects: the simulation of gameplay to produce extensive datasets for neural network 
training and the architecture of the cognitive neural network designed to achieve acceptable 
difficulty estimations. The results show that the combinated use of these methods provides a 
more accurate and consistent prediction of the difficulty level compared to the established 
methods. 

Keywords: Convolutional neural network; Difficulty estimation; Cognitive games; 
Simulation; Machine learning 

1 Contributions 

Research aimed at estimating the difficulty levels of cognitive development games has received 
considerable attention due to the fact that knowledge of the difficulty of the puzzles is essential 
from an educational and psychological point of view. Nilsson et al. (2017) used a convolutional 
neural network (CNN) to enhance difficulty assessment accuracy in Candy Crush Saga, 
achieving better results and reducing simulation time significantly [1]. Risi et al. (2021) 
highlighted the effectiveness of deep learning models for handling complex datasets in game 
difficulty estimation, emphasizing the need for robust datasets for consistent predictions [2]. 
Pusey et al. (2018) combined CNNs and reinforcement learning to capture gameplay patterns, 
demonstrating improved accuracy in difficulty estimation, though further optimization is 
needed for different game types [3]. Therefore, the open questions of the researches are mainly 
directed towards the production of training datasets and the appropriate neural network 
architecture. We developed a neural network model to estimate puzzle game difficulty by 
predicting the number of steps required to solve each puzzle. The model features input layers 
proportional to the 2D puzzle grid size, with convolutional and dense layers. This architecture 
is inspired by the hypothesis that the human brain processes board images at various abstraction 
levels.Key human strategies include placing the pieces in descending order of area, which has 
yielded the best results in our initial experiments. Other approaches involve the priorization of 
pieces based on their shape and the available spots. Our approach to estimating puzzle game 
difficulty was evaluated based on expert estimates, specifically those by László Mérő, together 
with other psychometricans and statisticians. We used a neural network model to predict the 
number of steps required to solve each puzzle with different typical strategies, comparing its 
predictions to expert-assigned difficulty levels. The quality of the results was validated against 
the difficulty classification established based on 4250 real gameplay solution statistics. The 
mean squared error (MSE) was used as the evaluation metric to measure the deviation of the 



puzzles’ difficulty order from the actual difficulty.The AI model achieved an MSE of 182, 
while the best expert’s estimate had an MSE of 358. Additionally, AI naïve strategy had an 
MSE of 210, AI optimized strategy had an MSE of 300, and the average solution time had an 
MSE of 246. In contrast, the visual machine learning strategy had an MSE of 286. This 
significant reduction in MSE demonstrates the AI model's superior accuracy in estimating 
puzzle difficulty. The results indicate that our AI model can effectively estimate puzzle 
difficulty, outperforming traditional expert methods and suggesting potential for further 
refinement and application in various cognitive game scenarios. 
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Abstract: This paper introduces a computer vision-based system to evaluate children’s fine 
motor skills via the "Mondrian Blocks" educational game. By tracking movements during play, 
the system enables a data-driven assessment of these skills. Initial testing in a primary school 
classroom has provided promising insights and suggested potential for further development in 
child education and development. 

Keywords: Computer Vision; Fine Motor Skills; OpenCV; MediaPipe; Child Development 

1 Introduction and Related works 

Fine motor skills are crucial for a child’s daily activities and are typically evaluated through 
observation and physical activities. Our study introduces a novel computer vision-based system 
using the "Mondrian Blocks" game for comprehensive data collection, which will aid further 
research in this area. Prior research such as Bebis, Egbert, and Shah [1] has provided a 
foundation for the application of computer vision in education. The application of computer 
vision to board games by Ren et al. [2], and Devyatkov and Alfimtsev’s [3] techniques for 
enhancing human-computer interaction in games with computer vision, further emphasize the 
potential of such applications in various domains. 
 

 
Figure 1  

Recognised elements on the board 

2 Contributions 

We present a system for evaluating children’s fine motor skills by combining computer vision 
with the "Mondrian Blocks" game. This user-friendly system autonomously initializes, 
recognizes the game board, divides it into fields, and assigns game colors based on proximity, 
eliminating the need for manual calibration or predefined setups, with the help of OpenCV and 



MediaPipe technologies. The algorithm tracks the game board, archiving the current state for 
analysis if no changes or hand movements are detected for a certain period.  
 
To validate our proposed system, we conducted an evaluation in a primary school environment. 
The students were engaged in the "Mondrian Blocks" game, and our system concurrently 
tracked and recorded their movements. In addition to the digital tracking, manual data collection 
was performed, offering a comprehensive assessment of fine motor skills. The data collected 
from this evaluation can be combined and analyzed, revealing deeper insights into child 
development and education.  
 
Our evaluation demonstrated the potential of this system as an effective real-world tool for 
tracking, analyzing, and enhancing fine motor skills in children. 
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Abstract: Text-to-speech or speech synthesis has seen a wide evolution over the past decades, 
from the articulatory methods to the statistical means until today’s deep learning-based 
solutions. Autoregressive solutions have pushed the limits with their ability to learn and keep 
track and alignments for longer phrases. An issue that was later on solved by Non-
Autoregressive models where computation has run in parallel and helped in faster inference 
and longer accurate phrase generation thanks to the attention mechanism. Furthermore, other 
features that help predict more natural speech were extracted such as duration, pitch, and 
energy. All of the latter state-of-the-art models were built to more robust systems which proved 
highly effective for rich resource languages, especially English with its abundant high-quality 
audio recordings with their corresponding already clean transcription. For this work of 
research, we primarily focus on the Arabic language, notably, the Modern Standard Arabic 
(MSA). For a long time, the Arabic language has been considered a low-resource language, 
whereas lately, some advancements have been recorded either through newly published 
datasets or systems. We present in the following paper the first ever developed Deep Learning-
based expressive TTS system in MSA. In previous research, expressive Arabic speech was 
synthesized using concatenative methods which proved unnatural and quality degrading over 
time. Despite recent developments, the Arabic language with its varieties still lags behind rich 
resources, notably English. Our goal is to retrain the already sourced Arabic datasets such as 
ASC (Arabic Speech Corpus), ClArTTS, and our newly natural speech dataset on more state-
of-the-art systems like Arabic Text and Speech Transformer (ArTST), Expressive FastSpeech 
2, and VITS, and test whether undiacritized speech could actually lead to better results 
considering the low nature of the latter dialect. To create our own expressive dataset, we 
automate a whole pipeline of trimming, splitting on silence, Arabic speech recognition, then, 
automatic diacritization. Another fact to consider is the effectiveness of self-supervised models 
such as VITS in bridging the gap between low and high-resource languages through MOS score 
evaluation, but we do not expect it to give better results seeing the small amount of data that 
we work with. Seeing that ArTST has already given much better results for MSA, fine-tuning it 
on the expressive few minutes of gathered speech would be the most effective in giving the 
highest values of subjective evaluation. The latter would represent the first step of generating 
the first natural expressive TTS models for Modern Standard Arabic. 
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Abstract: Nowadays, generative AI and especially LLM-based chatbots are becoming a 
commonly used toolset. Creating effective chatbots can be challenging for certain domains 
because of their own specialized rules, jargons or needs. In this paper we elaborate how to 
handle these specialties in case of telco related chatbots. 

Keywords: Retrieval Augmented Generation, Domain specific Chatbot, LLM 

1 Building a telco chatbot 

Industrial systems have complex product documentations, involving dozens of topics, hence it 
is difficult to find the right answer to a specific question. As leveraging generative AI is getting 
popular for many fields it raises the question whether it is possible to build a chatbot for 
handling domain-specific product documentations (in our case, for telecom industry) to relieve 
the daily job of product architects. The product for the case study is Nokia Telephony 
Application Server.  
 
Telco product documentations have their own specific terms, containing plenty of abbreviations 
and images. Handling of these specialties raises some challenges such as: (1) handling and 
resolving acronyms and abbreviations, (2) multimodal input and output, (3) necessity of model 
fine tuning and (4) handling user feedback.  
 
Figure 1 shows our RAG (retrieval augmented generation) based solution including acronym 
handling, image retrieval and user feedback. The GPT 3.5 model of OpenAI was chosen for 
text generation. It is hosted on MS Azure platform and accessible via REST API. Using 3rd 
party tools on top of internal documentation raises legal and compliance issues; EU AI Act 
must be followed [1]. Thus, some documents were excluded and questions that related to this 
part of documentation cannot be answered. The documents are chunked, then their text 
embeddings (BGE [2]) stored in a Milvus database, that are looked up during the retrieval. The 
fine- tuning experiments of the retrieval and the generation models are ongoing. 



 
 

Figure 1  
System architecture of our telco chatbot 

 
A hybrid method is applied for resolving abbreviations as there are generic telco specific and 
product specific ones. External glossaries are available for the former ones, while the latter ones 
are extracted directly from product documentations. The acronym resolution is a recursive task 
as there are acronyms, which are based on acronyms. Finally, the most relevant abbreviations 
are added to the system prompt.  
 
The product documentations contain several images, holding a lot of useful information for the 
users. However, these images have diverse functions, e.g., they describe the architectural design 
or the sequence diagrams support use cases. In our case, the images have descriptive captions; 
as a baseline, only the captions were used as a basis of text embeddings, applying the same 
BGE model as for the documentation chunks. The image retrieval is based on the generated 
answer. The retrieval engine tries to find the most fitting image to the answer, using cosine 
distance. Utilizing multimodal embeddings is an open direction for the future.  
 
Collecting anonymous user feedback is a continuous task. Our solution keeps the possibility of 
collecting feedbacks in two ways: with simple thumbs up/down votes for the correctness of the 
generated answer and writing free-text comments. When a new question arrives, the system can 
find for the best matching previous questions, which has positive feedback, and it may be 
included into the generated prompt. 
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Abstract: This paper looks at how combining different types of brain scans with machine 
learning can improve our understanding of the brain’s connectome, which maps the 
connections between different brain regions. We review methods for merging data from 
structural MRI (sMRI), functional MRI (fMRI), diffusion MRI (dMRI), computed tomography 
(CT), positron emission tomography (PET), and electroencephalography (EEG). Our focus is 
on how these methods enhance the detailed mapping of brain networks. We discuss three main 
fusion approaches: feature - level, decision - level, and deep learning - based approaches and 
their roles in connectome analysis. We also explore practical applications and suggest ways to 
advance this research in the future. 

Keywords: multimodal neuroimaging fusion; diagnostic accuracy enhancement; machine 
learning in medicine 

1 Introduction 

The brain connectome is a detailed map showing how different brain regions are connected. 
Traditional brain imaging techniques provide useful but often incomplete views of these 
connections [1]. By combining different imaging methods, we can get a fuller picture of the 
connectome. Machine learning helps in merging this data to reveal more about how brain 
regions interact. This paper explores how integrating data from various imaging modalities 
improves our understanding of the brain’s network and how these methods can be applied in 
real-world scenarios. 

2 Background 

The brain connectome includes both the physical connections between brain regions and their 
functional interactions. Structural MRI (sMRI) gives information about brain anatomy, while 
diffusion MRI (dMRI) shows the pathways of white matter. Functional MRI (fMRI) reveals 
brain activity, and electroencephalography (EEG) measures electrical signals in the brain [2]. 
Combining these imaging methods helps create a more complete map of brain connectivity. For 
instance, merging sMRI and dMRI data can show how different brain areas are physically 
connected [3], while combining fMRI and EEG data can reveal how these connections are used 
during brain activity [4]. 

3 Fusion Techniques 

Different techniques are used to combine multimodal neuroimaging data for better connectome 
analysis. These can be grouped into three main types:  



Feature-Level Fusion: This method combines features from different imaging types into one 
dataset. For connectome analysis, this might involve merging sMRI, fMRI, and dMRI data to 
create detailed maps of brain connections. Techniques like concatenation or merging images at 
the pixel level help integrate the information [5, 6].  
 
Decision-Level Fusion: This approach combines the results from multiple models, each trained 
on different types of data, to make a final decision. In connectome analysis, decision-level 
fusion might involve combining predictions from models that analyze sMRI, fMRI, and EEG 
data separately. Methods like voting or averaging the results can improve accuracy [6]. Deep 
Learning-Based Fusion:  
 
Deep learning methods, such as those using attention mechanisms or hierarchical models, 
integrate data at different levels. These techniques can focus on important features from various 
imaging types and combine them to build a more accurate connectome map. They are useful 
for capturing complex connections between brain regions [6]. 

4 Conclusions 

This paper shows how combining different types of brain imaging data with machine learning 
can enhance our understanding of the brain connectome. By merging data from sMRI, fMRI, 
dMRI, CT, PET, and EEG, we can create more detailed maps of brain connections. Feature-
level, decision-level, and deep learning-based fusion methods each provide unique benefits for 
connectome analysis. Advancing these techniques will improve our knowledge of brain 
connectivity and its implications for diagnosing and treating neurological and psychiatric 
disorders. 
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Abstract: Self-supervised learning (SSL) is a powerful technique for pretraining neural net- 
works on unlabeled data, but its effectiveness on small-scale, specialized datasets is lim- ited. 
We investigate the properties of SSL methods on small-scale segmentation datasets and propose 
methods to evaluate and analyze their performance. Our results show that domain- specific SSL 
pretraining can be an efficient approach, and offer a promising compromise be- tween 
pretraining cost and downstream accuracy. 
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1 Introduction 

Self-supervised learning (SSL) is a powerful technique for pretraining neural net- works on 
unlabeled data. It allows models to learn useful features, which are then fine-tuned on labeled 
data for specific tasks. This approach can improve accuracy and efficiency in situations where 
labeled data is scarce and expensive to obtain, especially in cases where legal constraints or 
special properties of the data prevent the use of public pre-trained models. Such scenarios are 
common in specialized domains where the data is private or the task is non-standard. We refer 
to this approach as domain-specific SSL pretraining, as opposed to generalist SSL pre- training 
on large-scale datasets that are independent of the downstream data. However, SSL methods 
are expected to learn general, task-agnostic features, which requires a large amount of data to 
be effective. With specialized, private datasets, this is not always guaranteed, limiting the 
performance achievable by domain- specific SSL. Moreover, most SSL methods are primarily 
developed and tested on the ImageNet [1] classification dataset and, by design, rely on the 
object- centric properties of such datasets. This often makes SSL pretraining challenging on 
non-object-centric tasks, such as scene understanding [2]. Additionally, com- mon SSL 
methods learn image-level features, which may not be optimal for tasks that require localized 
features, such as object segmentation. These trade-offs and challenges are important to address 
to enable and wider adoption of SSL. 



 
Figure 1  

 (a) Different pretraining strategies that we investigate. (b) Our results comparing SSL methods based on accuracy and computational cost on 
the ADE20k dataset. Lines represent constant Accuracy to Pretraining Cost ratio, with lower ratio values towards the left and up. 

 

2 Methods 

In this research, we propose methods to evaluate and analyze common SSL algo- rithms across 
several tradeoff questions: pretraining dataset scale, object centricity, and downstream tasks 
requiring localized features. Our examination includes pre- training computational cost, 
downstream accuracy, and convergence properties to assess the quality of learned features. We 
conduct experiments on Cityscapes, Pas- cal Context, ADE20k, ImageNet100, and ImageNet-
1k [1]. We adapt a variety of SSL methods to these datasets and the segmentation task, including 
BYOL [3], BarlowTwins [4], FCMAE [5], and VICRegL [6]. We present our method in fig. 
1(a) and report our results in fig. 1(b). The latter shows that, although SSL methods such as 
VICRegL provide lower final accuracy, their pretraining cost is orders of magnitude lower 
compared to pretraining on a large-scale dataset like ImageNet. 

3 Conclusions 

Our research investigates the properties of SSL methods on segmentation datasets, specific to 
the downstream task. We show that self-supervised pretraining on domain-specific data can be 
an effective, despite potential trade-offs in accuracy. 
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Abstract: This paper introduces Time-Frequency Deep Networks (TFDN)to detect auditory-
related components in EEG/MEG data through Independent Component Analysis (ICA) for 
advancing neuroscientific research and clinical diagnostics. 
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1 Introduction 

ICA can capture signature information on how the brain processes and interprets spoken 
language, providing crucial insights into neural mechanisms involved in language interpretation 
and response. Traditionally, identifying ICA components associated with speech processing has 
been manual, time-consuming, and prone to error [1]. Nonetheless, time-frequency 
distributions have been extensively utilized in various applications, including deep learning-
based speech assessments for patients with aphasia, demonstrating their effectiveness and broad 
utility [2]. 
 

2 Methods 

1.1 Data Collection and Preprocessing 

Ten native French-speaking adults with normal hearing participated in EEG and MEG 
recordings at CUB Hospital Erasme in Brussels under ethical approval, followed by 
preprocessing that included filtering, artifact removal, and ICA, setting the stage for applying 
the TFDN model. 

1.2 Time-Frequency Deep Network (TFDN) Architecture 

We implemented a Time-Frequency Convolutional Network (TFCN) for EEG classification 
using a scalable architecture that integrates a different scalogram layer from the continuous 
wavelet transform. This network includes convolution, max- pooling, batch normalization, and 
softmax layers optimized using the Adam optimizer. 
 
 
 



 
Figure 1  

 Components data passed to the Time-Frequency Deep Learning Model (TF-DLM). 

 

3 Results 

The TFDN model achieved an accuracy of 90 % for EEG data and 93% for MEG data in 
classifying components related to auditory activity. This high level of accuracy highlights the 
potential of TFCN as a robust tool for neuroimaging data analysis. 
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Abstract: Virtual systems and physical simulations are becoming increasingly widespread in 
creating digital twins for industrial and consumer applications. However, these systems often 
require complex layouts and scene descriptions involving special tools. Additionally, 
simulations usually inhibit complex relationships between elements, which are complicated to 
describe using traditional methods. This paper introduces a new approach to physical modeling 
by leveraging hypergraphs to describe high-order relationships between physical elements. 
This method offers a more intuitive and efficient way to represent complex physical structures, 
streamlining the modeling process. 

Keywords: virtual systems; digital twins; robotic systems; simulations 

1 Introduction 

Virtual systems are widely used to validate, verify, and, more recently, interact with (through 
digital twins) real physical systems. A persistent challenge in deploying such systems is the 
complexity of the scene-creation process. Furthermore, these descriptions include complex 
relationships that are difficult to describe with currently available widespread description 
formats, even including many-to-many relationships (i.e., describing references and 
relationships). 

 
Figure 1  

 Tensor and text generation using the framework. 

 
This paper introduces a novel approach to describing scene descriptions of environments in 
simulations, offering a description and modeling methodology that remains independent of the 
final output format. This flexibility allows the same scene description to be reused across 



multiple simulation and virtual reality platforms (e.g., Gazebo, Maxwhere[1]), significantly 
streamlining the process and reducing redundancy. Current formats, like URDF, use XML, 
leading to a verbose and rigid format [2], even with the use of XML-macros (XACRO) [3]. The 
framework and the methodology is based on the theory of hypergraphs [4]. 

2 Methodology 

In the proposed framework, the scene model is described with the help of the HyMeKo 
description (the authors’ LALR-based framework1 ), that describes kinematic structures using 
complex relationships, like kinematic loops. The language describing graph relationships are 
more concise than XML or YAML based languages. An instance is then parsed into an abstract 
syntax tree (AST) and transformed into the hypergraph structure, with meta elements injected 
of a specific domain. The hypergraph structure can transform into a text-based representation 
(i.e., the application input format). The possible tensor-based representation is not as 
emphasized in the current scenario, but it can give insight into the scene structure using 
algebraic methods. The process overview is depicted in Figure 1.  
 
The text generation in the hypergraph works by traversing the transformed hypergraph and 
filtering on the elements required by the target domain. For example, in the case of kinematic 
descriptions, the kinematic link and joint elements are required (all defined as part of the meta 
elements, also a hypergraph-based model). To enhance the traversal and filtering process, a 
hypertree compositional hierarchy is maintained in the organization of the elements: that is, a 
hypernode and the hyperedge are composable objects, capable of containing other elements (a 
property that is exhibited in the generalizations of hypergraphs). In the case of kinematic 
elements, the following mappings are defined to describe scene trees and kinematic structures: 
Hypernodes represents scene objects, kinematic links, geometries, and inertial parameters, 
while hyperedges represents joints and references (e.g., to materials). Element types are given 
as stereotypes so a node can exhibit kinematic link properties to allow filtering during traversal. 
The references are unfolded during text generation, as the description allows the reuse of 
elements (i.e., in the case of shared visual & collision geometries). Some results is shown in 
Figure 2. 
 

 
 

Figure 2 
 Scene generation result (robotic arm and virtual reality scene respectively) 

3 Conclusions 

This paper introduced a methodology to describe scenes for simulators (e.g., Gazebo) and 
virtual reality systems (e.g., MaxWhere). The methodology allows the description of complex 



relationships, such as kinematic loops, as there are precise mappings of physical and 
geometrical elements to hypergraph elements, while providing more concise description than 
XML or YAML. The text generation is resolved using a simple graph traversal method by 
fixing the hierarchical composition in a tree-based fashion. The generated descriptions are 
runnable in target simulators while maintaining the model separately from the application 
description. Future work includes creating more complex descriptions, like humanoid robots or 
industrial scenes, and investigating the possibilities of validation analysis of physical structures 
based on the algebraic properties of the tensor view. 
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Abstract: Our competence provides a comprehensive approach to enhancing the digital 
maturity of SMEs and the public sector. By integrating advanced technologies, conducting 
tailored consultations, and fostering collaborations through matchmaking, we aim to drive 
sustainable economic growth and improve operational efficiency for businesses. 
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The integration of digital technologies is essential to maintaining and enhancing 
competitiveness. The goal of the Data-EDIH project is to develop the digital maturity of small 
and medium-sized enterprises (SMEs) and the public sector, with a particular focus on the 
healthcare and food industries. Our services include data asset assessment, data analysis, data 
visualization, digital security, and the implementation of AI-based solutions. Our competencies 
also include conducting consultations to support digital transformation, organizing 
digitalization training and workshops, and supporting the practical application of advanced data 
analytics methods. Additionally, we provide business consultancy for SMEs, including capital 
raising preparation and digital business development. Our aim is to increase the innovation 
capacity and efficiency of businesses, thus promoting sustainable economic growth. 
 
Our approach to digital transformation emphasizes not only technological implementation but 
also the alignment of these solutions with the strategic objectives of the organizations. We 
conduct thorough initial assessments to understand the specific needs and challenges faced by 
SMEs and public sector entities, and through tailored consultations, we facilitate a seamless 
transition into the digital phase. Through matchmaking services, we help SMEs connect with 
each other or even with larger corporations, fostering partnerships that lead to mutual growth. 
By focusing on sustainable, scalable solutions, we help businesses improve their internal 
workflows and market competitiveness, enabling them to adapt to evolving market conditions 
and regulatory demands. 
 
As part of our comprehensive approach, we employ living labs and testbeds to allow businesses 
to experiment with new digital technologies in real-world settings before full-scale 
implementation. This environment accelerates innovation by providing a controlled space to 
validate solutions, ensuring that digital transformation efforts are not just a temporary boost but 
a foundational change that drives continued success and innovation. By leveraging data-driven 
insights, AI tools, and robust business strategies, we enable organizations to not only improve 
operational efficiency but also create long-term value, leading to sustainable digital growth. 
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Smart Learning Platforms: Combining AI and Moodle for 
Enhanced Learning Experiences  
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Abstract: The use of artificial intelligence has become a part of our everyday lives and its 
application in education is also spreading, especially the ChatGPT. This work aims to develop 
a chatbot prototype and connect it to Moodle via REST API services, allowing the chatbot to 
access course materials and provide assistance to students. 

1 The artificial intelligence can be utilized in various educational contexts 
in several ways. 

The chatbot assists in preparing outlines for presentations by generating key points. It is also 
capable of summarizing essential parts of lengthy texts. The ChatGPT can categorize textual 
data based on mood, theme, intent and emotion as well as detect unwanted content, such as 
plagiarism or hate speech. The chatbot can extract relevant keywords from texts, helping 
students identify the main themes and concepts. ChatGPT can also generate thought-provoking 
discussion questions tailored to specific topics, encouraging student engagement and critical 
thinking. This AI tool can be used in pair assessments (like a Moodle Workshop). The teacher 
gives the topic of assignment. The student sends the prompt to the ChatGPT and then evaluates 
the ChatGPT's completion and explains why the answer is right or wrong. 

2 Chatbot for education is an important use of ChatGPT, the bots 
provide new ways for students to interact with learning platforms 

The general chatbot serves guest users who do not need to authenticate. It provides quick 
answers to frequently asked questions about courses and the portal. These bots can guide users 
through login procedures, password resets and other common inquires (FAQs). This service 
provides automatic responses in 24/7 hours and making teachers' work easier.  
One unique feature of the chatbots is their ability to interact with course materials. It can provide 
activities, self- assessment quizzes as well as explains the glossary terms.  
Through the "chat with your documents" service, students can query the bot about specific 
topics, receiving relevant explanations directly from the course content.  
The tutorbot, on the other hand is designed for authenticated users and acts as a personal 
assistant tailored to individual needs and competency levels. This chatbot acts as a personal 
learning "mate", guiding students along personalized learning paths. It sends notification if the 
latest quiz result was insufficient or alerts students if they haven't logged in for a while. The 
tutorbot is connected to the course calendar, allowing it to access event information and send 
alerts or reminders. It can notify students about upcoming assignments, quizzes and deadlines. 
 
 
 
 



3 Various possibilities of linking Moodle and ChatGPT 
 
ChatGPT chatbot is a large language model optimized for chat. It uses artificial intelligence to 
analyze and reproduce natural language, imitating human communication at a high level and 
providing realistic and intelligent answers to user questions (prompts).  
Moodle is one of the most popular Learning Management Systems (LMS) in the world, widely 
used by various universities and millions of users worldwide. At our university, we also use the 
Moodle system, so we pay special attention to linking Moodle and ChatGPT. 
 
4 Using the Moodle plugin is one way to create the Moodle – ChatGTP 
connection 
 
Moodle Plugin is an application that extends the functionality of Moodle. The “OpenAI Chat 
Block” plugin provides an easy way to integrate ChatGPT into Moodle. Once installed, this 
plugin allows to add the new “OpenAI Chat” block to the courses. This block includes the 
“Source of truth” text area, where teachers can insert the special context of the course. This 
helps the bot provide more accurate responses. However, the language model's token limit 
restricts the amount of context text that can be added, this limit can be avoided by the Retrieval-
Augmented Generation (RAG) method, which will be discussed later. 
 
5 Moodle REST API web services and Python Client (webhooks) 
 
By utilizing the Moodle REST API web services alongside a Python client with webhooks, an 
efficient connection between Moodle and ChatGPT can be established. The method acts as a 
bridge between Moodle and ChatGPT, making AI capabilities available within the platform.  
A user's request, initiated through the Moodle course interface is transferred by the Python 
Client to ChatGPT. The response (or completion) from ChatGPT, along with custom content 
retrieved from a vector database, is then displayed in the Moodle course.  
The Moodle web service offers a wide range of functionalities, enabling users to interact with 
various aspects of the platform. For example, the get_site_info function retrieves essential 
information about the Moodle instance, such as its name or version.  
To manage courses, several functions are available, including course_get_categories, 
course_get_courses, etc. which enable users to retrieve course-related information. 
Additionally, the web service allows users to create new users on the Moodle site and enroll 
them in courses.  
The web service also includes functions related to quizzes, such as 
mod_quiz_get_quizzes_by_courses and mod_quiz_get_user_attempts, which allow 
instructors to utilize quizzes effectively within their courses. These functions enable users to 
retrieve information about quizzes and access user attempts on these quizzes. To keep track of 
important dates and activities, the function core_calendar_get_calendar_events enables users 
to check and list calendar events, ensuring that they stay informed about upcoming deadlines 
and events within the Moodle environment. The mod_glossary_get_entries_by_search function 
enables users to search for glossary terms and retrieve their corresponding definitions. 
 
6 Chat with your own documents using ChatGPT 
 
This is a very useful AI service for education. Large language models usually answer correctly 
questions that they have encountered many times during their teaching. The limitation of the 
service available on the ChatGPT - OpenAI website or in the "OpenAI Chat Block" is that only 



a limited amount of specific content (context) can be provided, so it cannot answer specific 
questions.  
This limit can be removed by using the embedding and Retrieval-Augmented Generation 
(RAG) method. Embedding converts text into numbers. The language model will then be able 
to measure the similarity of texts and find text patterns. For each word in the context, it will 
take into account nearby words. The probabilities are stored in the form of vectors and the 
distance between two vectors measures the similarity of the texts. 
 
6 RAG = Retrieval-augmented generation 
 
RAG is a technique for augmenting LLM knowledge with additional data to get more accurate 
answers. RAG integrates GPT with databases. The custom context is extracted from various 
sources, such as the user's individual documents, Moodle pages, Moodle books and web pages 
then converted into embeddings (numerical representations). The embeddings are stored in a 
vector database.  
When a user submits a prompt, RAG creates an embedding of that prompt and compares it with 
the stored embeddings to retrieve the most relevant contexts from the vector database. Based 
on the extracted content, the GPT generates a new prompt that combines the user prompt, the 
selected contexts and the conversational memory. This enhanced "super" prompt is then sent to 
ChatGPT, which generates the final response. 
 
7 Summary 
 
By leveraging ChatGPT's capabilities, educators can enhance teaching and learning 
experiences, making education more effective and engaging. The aim of this work was to 
develop a prototype chatbot and connect it to Moodle via REST API services, enabling the 
chatbot to access course learning materials and provide assistance to students. The chatbots 
have the potential to significantly improve e-learning experiences by offering personalized 
support, efficient information access, and a more engaging learning environment. By leveraging 
the capabilities of both general and tutorbots, educational institutions can create a more 
effective and enjoyable learning journey for their students. 
  



Cognitive Schema Fitting (CSF): An Autonomous Multi-Agent AI 
Framework for Dynamic Prompt Engineering in Large Language 
Models 
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Abstract: We introduce Cognitive Schema Fitting (CSF), a novel multi-agent AI framework that 
enhances large language models by decomposing tasks into subproblems and applying 
adaptive cognitive schemas for their solution. Agents iteratively refine outputs, dynamically 
switching schemas to improve accuracy. Future work will focus on optimizing schema selection 
and validating performance gains. 

Keywords: cognitive schema fitting; multi-agent systems; large language models; prompt 
engineering. 

1 Introduction 

Despite significant advancements in large language models (LLMs) and prompt engineering 
inspired by human cognition, AI systems struggle to emulate the adaptive problem-solving 
capabilities inherent in human thinking, particularly for complex tasks. This limitation hinders 
AI efficiency and precision across diverse contexts [1–3]. 

2 Cognitive Schema Fitting (CSF) 

We propose Cognitive Schema Fitting (CSF), a multi-agent AI framework that emulates human 
cognitive adaptability [4]. CSF decomposes user inputs into subproblems and assigns each to 
an AI agent representing a specific cognitive schema [5]. Agents iteratively refine their outputs, 
dynamically switching schemas to enhance solution accuracy, mirroring human strategy shifts 
when facing challenges. 

2.1 Methodology 

CSF comprises user input processing, problem decomposition, schema selection, iterative self-
evaluation, and dynamic schema switching. Inputs are parsed to identify subproblems, which 
are then broken down into manageable components [6]. The most suitable cognitive schema is 
assigned to each subproblem based on its characteristics. Agents continuously assess and refine 
their outputs [7], adopting alternative schemas when more efficient approaches are identified. 
Parallel computing is employed to process subproblems simultaneously, optimizing inference 
time and scalability. 

2.2 Expected Contributions 

This research introduces cognitive schemas as a foundational framework for prompt 
engineering, bridging cognitive science and AI. It develops an adaptive multi-agent architecture 



that autonomously applies different schemas to meet specific problem requirements [5]. The 
efficacy of the architecture will be validated through performance benchmarking on diverse 
datasets. 

2 Conclusion and Future Work 

CSF enhances LLM problem-solving by integrating dynamic schema selection and a multi-
agent approach, improving responsiveness and accuracy in complex tasks. Future work will 
refine schema selection algorithms, expand the cognitive schema repertoire, and conduct 
empirical evaluations to quantify performance gains, reinforcing CSF’s potential as a 
transformative AI framework. 
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Abstract: Legal terminology empowers words and expressions with specific meanings. Legal 
language used by lawyers is just like another language, with special wording, jargon and there 
are special legal instruments behind of the terminology. Using technology in the legal domain 
is not coding the law, tech engineers and lawyers should cooperate to let LegalTech tools work 
in full capacity with their effectiveness. In this way lawyers can be backed by technology, and 
in return for this their clients will receive enhanced customer experience. Lawyers can’t be 
substituted, but the legal tasks can be speeded up, and costs can be decreased. Large Language 
Models and Blockchain technology will be the next generation of LegalTech tools, just lawyers 
need to be careful until the tech achievements will be accurate and accountable enough for the 
quality legal work. The study gives a detailed presentation of how current LegalTech tools can 
support legal tasks, and what are the risks of next generation of technology. 

Keywords: LegalTech, BigData, large language models (LLM), AI, machine learning, smart 
contract (blockchain) 
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SmartBook: AI-Powered Personalized Learning Experience 
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Abstract: The SmartBook project integrates Artificial Intelligence (AI) and Virtual Reality (VR) 
to develop personalized digital learning environments. The framework applies adaptive content 
layout methods based on cognitive profiling to align with individual learning styles and 
preferences. It adjusts content and layout in real-time to meet each user’s needs. The primary 
goal is to revolutionize personalized education by providing an intelligent, automated approach 
to optimizing learning experiences. Initial user experiments demonstrate the framework's 
effectiveness, showing measurable improvements in user engagement, memorization, and time 
efficiency. This project paves the way for the next generation of adaptive educational 
technologies. 

Keywords: Virtual Reality; Artificial Intelligence; Personalized Learning; Cognitive Profiling; 
Adaptive Content Layouts 

1 Introduction 

In traditional educational systems, the lack of adaptation to individual learners’ preferences and 
cognitive styles reduces the effectiveness of teaching materials. Modern technologies such as 
Artificial Intelligence (AI) and Virtual Reality (VR) provide tools to address these challenges. 
The SmartBook project applies these technologies to create personalized, interactive, and 
adaptive digital learning and training environments. By focusing on cognitive profiling and 
real-time data analysis, the SmartBook framework offers a new approach to education and 
training, adjusting content to align with individual users' needs and improving their learning 
experience. 
 
2 Methodology 
 
The goal of the SmartBook project is to enhance human performance through three 
interconnected pillars: evaluating ICT tools, personalizing content, and implementing adaptive 
IT solutions. The first pillar addresses the evaluation of ICT tools by developing a methodology 
to measure operational complexity and assess digital interfaces. This is followed by validation 
through empirical studies, which informs cognitive load optimization and supports 3D VR 
planning. The second pillar focuses on whether personalized content can improve performance. 
AI-driven user profiling is used to create individualized digital content, validated through 
experiments that demonstrate better memorization and time efficiency. The third pillar involves 
the implementation of adaptive solutions. A template language is developed to define 
personalized schematic layouts, complemented by dynamic content arrangement. Validation 
and refinement result in automated, personalized VR environments that optimize engagement 
and learning outcomes. 



3 Results 

Experimental validation of the SmartBook framework revealed that users consistently preferred 
spatial layouts matching their individual learning styles. The chart highlights that users favored 
learning-style-matched layouts with 2D content over blank monitors, particularly in 
assimilating, converging, and diverging learning styles. This confirms a strong correlation 
between layout preferences and cognitive styles. Furthermore, the presence of specific 2D 
content influenced users’ choices, demonstrating the importance of aligning layout design with 
information-gathering preferences. 

4 Conclusion 

The SmartBook project confirmed the effectiveness of personalized spatial layouts in 
addressing users’ learning style preferences. By incorporating specific 2D content, the system 
improves engagement and aligns with individual cognitive needs. Future work will build on 
these findings to further develop adaptability and scalability across diverse user groups. 
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Abstract: This project introduces a novel AI-driven system designed to enhance gameplay in 
Tabletop Role-Playing Games (TTRPGs) by identifying and addressing cognitive biases. The 
framework uses advanced algorithms to analyze player behaviors, decisions, and dialogue, 
detecting biases such as confirmation bias, anchoring, and groupthink. It then generates real-
time, adaptive scenarios and character interactions tailored to mitigate these biases. This dual-
purpose tool not only enriches gameplay with immersive, bias-aware storytelling but also 
serves as a training resource for corporate HR departments, fostering creativity and balanced 
decision-making. Experiments demonstrate measurable improvements in player engagement, 
problem-solving, and narrative satisfaction. 

Keywords: Tabletop Role-Playing Games; Cognitive Bias Mitigation; AI Tools; Corporate 
Training 

1 Introduction 

Cognitive biases often influence decision-making in TTRPGs, leading to unbalanced gameplay 
and limited creative outcomes. This project addresses these challenges using Artificial 
Intelligence to detect and counteract biases in real-time. The dual-purpose application targets 
both individual players seeking enhanced gameplay and corporate entities requiring gamified 
tools for team-building and bias awareness training. 
 
2 Methodology 
 
The system's development is based on three pillars: 

- Bias Detection: AI algorithms analyze gameplay data to identify patterns of cognitive 
biases, such as confirmation bias and groupthink. 

- Adaptive Interventions: Once biases are identified, the AI generates personalized scenarios 
and character actions to challenge biased thinking. 

- Real-Time Adjustments: Dynamic narrative elements are tailored during gameplay to 
maintain engagement and improve decision-making. 

 
Validation is conducted through TTRPG sessions, testing the effectiveness of bias mitigation 
and assessing user satisfaction. VR environments that optimize engagement and learning 
outcomes. 
 
 
 
 



3 Results 
 
Experimental data show that AI interventions lead to a significant reduction in cognitive biases 
during gameplay. Players exposed to bias-aware narratives demonstrated higher levels of 
creativity, problem-solving, and narrative immersion. Corporate trials can be promising 
because of the tool's potential for fostering team dynamics and reducing workplace biases 
through gamified scenarios. 

4 Conclusion 

This project establishes the potential of AI in creating bias-aware environments within 
TTRPGs. By seamlessly integrating bias detection and mitigation, the tool enhances gameplay 
while providing educational value. Future research will focus on expanding adaptability for 
diverse gaming systems and increasing scalability for broader corporate applications. 
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Abstract: This study examines the human aspects of AI transformation in Hungarian 
businesses, focusing on how business psychology can enhance AI adoption. In partnership with 
VOSZ Budapest and Pest County, a survey of 31 items revealed both the potential benefits of 
AI and significant challenges, such as skill gaps, emotional resistance, and concerns about 
employee displacement. To address these, the study developed specialized services, including 
tailored workshops, change management toolkits, and employee training programs. By 
combining psychological insights with practical strategies, this research provides a roadmap 
for businesses to effectively integrate AI while prioritizing workforce development and 
adaptability. 

Keywords: Artificial Intelligence; Business Psychology; Change Management; Learning and 
Development 

1 Introduction 

In today’s fast-evolving business environment, shaped by AI and automation, organizations 
face both challenges and opportunities. By applying business psychology, we help companies 
maximize their AI investments through targeted upskilling and reskilling of employees. This 
approach equips workforces with the skills and psychological tools needed to embrace 
technological innovations, accelerating ROI and maintaining a competitive edge. Combining 
psychological insights with practical business strategies, we aim to build a culture of 
adaptability, continuous learning, and resilience, enabling businesses to thrive in an AI-driven 
market. 

2 Methodolog 

As a first step, we launched an online survey in collaboration with VOSZ (National Association 
of Entrepreneurs and Employers Budapest and Pest County), the largest private business 
organization in Hungary, representing 46% of the country’s GDP. The survey was designed to 
assess the attitudes, practices, investments, and training needs of Hungarian businesses 
regarding AI transformation. It targeted 4,000 companies from various industries, with a 
specific focus on engaging business owners and CEOs, our primary audience. The survey 
included 31 carefully designed questions aimed at identifying key challenges and priorities in 
AI adoption. Data collection was completed in September 2024, providing critical insights into 
the state of AI readiness across the Hungarian business landscape. 



3 Results 

The results revealed that while 79% saw AI's positive impact on performance, 75% rated their 
AI knowledge as moderate or lower, and 77% used AI tools infrequently. Key challenges 
included a lack of expertise (80%), insufficient financial resources (50%), and data protection 
concerns (70%). When it comes to training, 88% of respondents recognized its necessity, with 
the greatest focus on improving hard (81%) and IT (65%) skills. These findings highlight the 
need for tailored strategies to support businesses in overcoming AI transformation challenges. 
 

4 Conclusion 

The survey findings clearly show that businesses need substantial support in AI transformation, 
particularly in training and change management. In response, we have developed three 
specialized services—AI Ignition, AI Gear Change, and AI Full Speed—to help organizations 
effectively integrate AI and maximize returns on their investments. These services are designed 
to equip teams with the necessary skills and tools to navigate AI adoption smoothly. Looking 
ahead, we plan to conduct more in-depth research in 2025, targeting larger Hungarian 
companies to refine strategies for successful AI transformation and workforce development 
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Abstract: Fluorescence microscopy is widely used in pharmacological studies to investigate 
protein dynamics, such as the translocation of the p65 subunit of NF- κB, which is essential in 
inflammatory responses. Traditional methods of analyzing p65 translocation, which involve 
manual cell-by-cell fluorescence intensity comparison between the cytoplasm and nucleus, are 
labor-intensive and prone to error. To streamline this process, we developed a machine 
learning-based segmentation tool that automates fluorescence image analysis. Using K-Means 
and DBSCAN clustering algorithms, the tool accurately distinguishes between nucleus, 
cytoplasm, and intercellular regions, allowing for rapid and precise calculation of nucleus-to-
cytoplasm intensity ratios. The automated system reduces manual workload by up to 80% and 
improves reproducibility and accuracy. User-friendly features, such as custom brush tools and 
quick-fill capabilities, enhance the flexibility of the workflow. This tool represents a significant 
advancement in fluorescence microscopy-based pharmacological research, enabling more 
efficient analysis of inflammatory processes. 

Keywords: Fluorescence microscopy, image segmentation, automated analysis 

1 Introduction and proposed method 

Fluorescence microscopy and image analysis are widely used in pharmacological studies. In 
our experiments the p65 subunit of the NF-kB protein was investigated in cultured cells by 
antibody labelling. The translocation of p65 from the cytoplasm into the cell nucleus is 
informative in inflammatory processes.  
 
The fluorescence intensity from the region of cytoplasm and cell nucleus should be 
distinguished and their ratio is determined for the evaluation of the experiments. The evaluation 
is conventionally carried out manually cell by cell, with the software of the microscope, 
however it is a time-consuming process.  
 
To address this challenge, we implemented a machine learning-based segmentation approach 
that significantly reduces the manual workload. By employing clustering algorithms like K-
Means and DBSCAN, we were able to automate the segmentation of fluorescence microscopy 
images. This method allows for the clear distinction between the nucleus, cytoplasm, and 
intercellular regions through color-based clustering. The automated system not only improves 
accuracy but also cuts down the time required for analysis.  



Our tool incorporates various user-friendly features such as custom brush tools and quick-fill 
capabilities to further streamline the workflow. The program will open several windows, each 
presenting the cells, the nucleus, the segmented image, and the original image separately. 
Segmentation results are displayed in an intuitive table format, where each cell is assigned a 
unique identifier, along with the calculated nucleus-to-cytoplasm ratios. The tool also overlays 
these ratios on the original images, providing a clear visual reference for users (as shown in 
Fig. 1). By reducing manual input and offering enhanced precision, our method offers a robust 
solution for fluorescence microscopy-based analyses of NF-kB p65 translocation. 
 

 
Figure 1  

 The output windows show the results of automated analysis. 
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