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Abstract
In this paper, we propose a method for determining all minimal representations of a face of
a polyhedron defined by a system of linear inequalities. Main difficulties for determining
prime and minimal representations of a face are that the deletion of one redundant constraint
can change the redundancy of other constraints and the number of descriptor index pairs for
the face can be huge. To reduce computational efforts in finding all minimal representations
of a face, we prove and use properties that deleting strongly redundant constraints does
not change the redundancy of other constraints and all minimal representations of a face
can be found only in the set of all prime representations of the face corresponding to the
maximal descriptor index set for it. The proposed method is based on a top-down search
strategy, is easy to implement, and has many computational advantages. Based on minimal
representations of a face, a reduction of degeneracy degrees of the face and ideas to improve
some known methods for finding all maximal efficient faces in multiple objective linear
programming are presented. Numerical examples are given to illustrate the method.

Keywords Faces of a polyhedron · Degeneracy degrees of faces · Prime and minimal
representations of a face · Maximal descriptor index set · Multiple objective programming
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1 Introduction

Convex polyhedrons are widely used in theoretical and practical problems. Therefore, rep-
resentations of a convex polyhedron play an important role in investigating and solving
many problems. There are many ways for describing a convex polyhedron, but its main
presentations are a H-representation (a representation by equalities or inequalities) and
V-representation (a representation by finitely many points and directions). For details on
V-representations and H-representations of a polyhedron, the readers can refer to Luan and
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Yen [9], Ciripoi et al. [3], and Rockafellar [11]. In this paper, we investigate representations
of faces of a convex polyhedron given by a H-representation

aix ≤ bi, i = 1, . . . , m, (1.1)

where x ∈ R
n, bi ∈ R, aT

i ∈ R
n, and T denotes vector or matrix transposition. For brevity

of presentation, we shall use the following notation: For two vectors y = (y1, . . . , yn)
T and

z = (z1, . . . , zn)
T , y ≤ z if and only if yi ≤ zi for all i = 1, . . . , n; for two subsets Ω1

and Ω2 of a set, Ω1 ⊂ Ω2 if and only if Ω1 ⊆ Ω2 and Ω1 �= Ω2. Let P be polyhedron
(1.1), Ī = {1, . . . , m} \ I and

S(I, J ) =
{
x ∈ R

n

∣∣∣∣ aix = bi, i ∈ I,

aj x ≤ bj , j ∈ J

}
.

A nonempty subset F of P is said to be a face of it if there is a subset I ⊆ {1, . . . , m}
such that F = S(I, Ī ). Such a set I is called a descriptor index set for F and S(I, Ī ) is called
a descriptor set for F corresponding to I . An index pair (I, J ) such that I, J ⊆ {1, . . . , m}
and I ∩ J = ∅ is called descriptor index pair for a face F if S(I, J ) = F . An index set
I ∈ RE(F) is said to be a maximal descriptor index set for a face F , denoted by Imax, if
there is no J ∈ RE(F) such that I ⊂ J , where

RE(F) = {J ⊆ {1, . . . , m} | S(J, J̄ ) = F }.
A face F is said to be degenerate if |RE(F)| ≥ 2, where |.| denotes the number of elements
of a set. An index i ∈ I or a constraint aix = bi is called redundant for S(I, J ) if S(I \
{i}, J ) = S(I, J ). An index j ∈ J or a constraint ajx ≤ bj is called redundant for S(I, J )

if S(I, J \ {j}) = S(I, J ) and is called a strongly redundant for S(I, J ) if ajx < bj for all
x ∈ S(I, J \ {j}). We say that an index pair (I, J ) contains a redundant index for S(I, J ) if
I or J contains at least one redundant index for S(I, J ). An index pair (I 1, J 1) is called a
weak reduction of (I, J ) if S(I 1, J 1) = S(I, J ), I 1 ⊆ I and J 1 ⊆ J . An index pair (I, J )

is called a prime representation of a face F corresponding to a descriptor index set K for
F if (I, J ) is a weak reduction of (K, K̄) and contains no redundant indices for S(I, J ).
A descriptor index pair (I, J ) for a face F is called a prime representation of F if (I, J )

contains no redundant indices for S(I, J ). A descriptor index pair (I, J ) for a face F is
called a minimal representation of the face F if

|I ∪ J | = min{|K ∪ M| | (K,M) ∈ T (F )},
where T (F ) is the set of all descriptor index pairs for the face F , defined as follows

T (F ) = {(M,N) | S(M,N) = F ; M,N ⊆ {1, . . . , m} and M ∩ N = ∅}.
A minimal representation of a face is also a prime representation of this face and might be
not unique.

The concepts of prime and minimal representations given here are generalizations of
those previously investigated, for example, in Telgen [16], Boneh et al. [2], and Sierksma
and Tijssen [15]. In order to find prime or minimal representations of a face, a removal of
redundant indices from descriptor index pairs for the face must be done. A removal of some
redundant indices from the index pair (∅, {1, . . . , m}) for the special face S(∅, {1, . . . , m})
is dealt with in Greenberg [7]. The difference between the cardinalities of any two prime
representations of the special face S(∅, {1, . . . , m}) is investigated in Boneh et al. [2]. An
optimized representation of a polyhedron investigated in Scholl et al. [14] is a representation
of this polyhedron containing no redundant constraints. Thus, an optimized representation
of a polyhedron in their concept only is a prime representation and, in general, is not a min-
imal representation of the polyhedron (see Property 6.3 and Remark 6.5 later). In addition,
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the method presented in [14] may fail to find all prime representations of a face. A mini-
mal representation of a polytope considered in Klintberg et al. [8] is a representation of this
polytope containing no redundant constraints. Therefore, it can happen that a minimal repre-
sentation of a polytope considered in their work is not a minimal representation in the sense
of [16]. Based on the methods of eliminating a redundant constraint given in Telgen [16],
Scholl et al. [14], Fukuda [6], and Maréchal and Périn [10], finding one prime representa-
tion of a face is not hard; the difficulty lies in finding all prime and minimal representations
of a face. The main difficulty for determining all prime and minimal representations of a
face is that the deletion of one redundant constraint can change the redundancy of other con-
straints and the number of descriptor index pairs for the face can be large. This can cause
huge computations in determining all prime and minimal representations of a face. For a
given descriptor index set J for a face, a necessary and sufficient condition for checking the
index pair (J, J ) to be a minimal representation of this face can be found but no method for
determining a minimal representation of a face is given in Telgen [16] when the index pair
describing it is not a minimal representation of the face. Similarity transformations between
minimal representations of a face are dealt with in Dam [4]. Some properties of minimal
representations of a face can be found in, for example, Telgen [16], Boneh et al. [2], Dam
[4], and Sierksma and Tijssen [15], but a method for determining a minimal representation
of a face in a general case has not been found.

In this paper, we first propose a method for determining all minimal representations of a
given face of a convex polyhedral set, then we show some applications of minimal represen-
tations of a face. Based on the definition of minimal representations of a face, all minimal
representations of a face can be obtained by finding all prime representations of it. This
method can cause huge computations in determining all minimal representations of a face.
To reduce computational efforts for finding all minimal representations of a face, we prove
and use properties that deleting strongly redundant constraints does not change the redun-
dancy of other constraints and all minimal representations of a face can be obtained by
finding only the set of all prime representations of the face corresponding to the maximal
descriptor index set for it. In addition, a top-down search method is proposed for determin-
ing the set of all prime representations of a face corresponding to the maximal descriptor
index set for it. This method is simple, is easy to implement, and has many computational
advantages (see Remark 4.3 later). For applications of minimal representations of a face, we
deal with a reduction of the number of constraints used to represent a face, a reduction of
degeneracy degrees of a face and ideas to improve some knownmethods for finding all max-
imal efficient faces in multiple objective linear programming, and some known methods for
optimizing a function over the efficient set.

This paper is organized as follows: Some properties of minimal representations of a
face of a polyhedron are presented in Section 2. Determining all prime representations of
a face corresponding to the maximal descriptor index set for it is dealt with in Section 3.
An algorithm for determining all minimal representations of a given face and examples to
illustrate the working of the algorithm are presented in Sections 4 and 5. Some applications
of minimal representations of a face are considered in Section 6.

2 Some Properties of Minimal Representations of a Face
of a Polyhedron

For brevity of presentation, through this paper, let F be the face described by a descriptor
index set I. A point x0 of the face F is called an inner point of it if there is J ∈ RE(F)
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such that aix
0 < bi for all i ∈ J . From Tu [18, Property 2.6] it follows that every face has

at least one inner point. An index j ∈ K is called an implicit equality index for S(J,K) if
ajx = bj for all x ∈ S(J,K). From the definition of minimal representations of a face and
Telgen [16, Theorem 4.1], the following property is easily obtained:

Property 2.1 An index pair (J,K) ∈ T (F ) is a minimal representation of the face F if
and only if (J,K) contains no redundant indices and K does not contain implicit equality
indices for S(J,K).

A relation between minimal representations and prime representations of a face is
considered in the following property:

Property 2.2 REmin(F ) ⊆ REprim(F, Imax), where REmin(F ) and REprim(F, Imax) are
the set of all minimal representations of the face F and the set of all prime representations
of the face F corresponding to Imax, respectively.

Proof We consider an arbitrary element (J,K) ∈ REmin(F ). From the definition of a
minimal representation of a face and Property 2.1, it is easily seen that J ∩ K = ∅, (J,K)

contains no redundant indices and K contains no implicit equality indices for S(J,K). If
there is j0 ∈ J \Imax, then j0 ∈ Imax. From this, we have aj0x

0 < bj0 , where x0 is an inner
point of F . Thus, x0 /∈ S(J,K). This is a contradiction because S(J,K) = F . Therefore,
J ⊆ Imax. Assume that there is k0 ∈ K \ Imax. It is easily seen that k0 ∈ Imax. Hence,
ak0x = bk0 for all x ∈ S(Imax, Imax). Since S(Imax, Imax) = S(J,K), k0 is an implicit
equality index for S(J,K). This contradicts the fact that K contains no implicit equality
indices for S(J,K). Thus, we also haveK ⊆ Imax. Therefore, from the definition of a prime
representation of a face corresponding to Imax, it follows that (J,K) ∈ REprim(F, Imax).
The proof is complete.

The set REmin(F ) can be obtained by determining all prime representations of F but
this method requires many computational efforts. Property 2.2 shows that only the set
REprim(F, Imax) is needed. Now, we deal with another important property of the set
REprim(F, Imax).

Property 2.3 For an arbitrary element (J,K) ∈ REprim(F, Imax), the index pair (J,K)

contains no redundant indices and the index set K does not contain implicit equality indices
for S(J,K).

Proof From the definition of a prime representation of a face, it is clear that (J,K) con-
tains no redundant indices for S(J,K). Assume that there is j ∈ K such that j is an
implicit equality index for S(J,K). Hence, we have min{ajx | x ∈ S(J,K)} = bj .
Since S(J,K) = S(Imax, Imax), min{ajx | x ∈ S(Imax, Imax)} = bj . Noting that
K ⊆ Imax, we have j ∈ Imax. Thus, j is an implicit equality index for S(Imax, Imax). Hence,
F = S(Imax, Imax) = S(Imax, Imax)∩{x ∈ R

n | ajx = bj } = S(Imax∪{j}, Imax\{j}). Thus,
{Imax ∪ {j}} ∈ RE(F). This contradicts the definition of the maximal descriptor index set
for the face F . Therefore, K does not contain any implicit equality indices for S(J,K). The
proof is complete.

Based on Property 2.3, we can obtain a result stronger than that in Property 2.2.
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Theorem 2.4 REmin(F ) = REprim(F, Imax).

Proof From Properties 2.1 and 2.3, it follows that REmin(F ) ⊇ REprim(F, Imax). There-
fore, from Property 2.2, we haveREmin(F ) = REprim(F, Imax). The proof is complete.

It is clear that REmin(F ) ⊆ REprim(F ), where REprim(F ) is the set of all prime repre-
sentations of the face F . Let REprim(F, J ) be the set of all prime representations of a face
F corresponding to J ∈ RE(F). The following corollary shows a condition for equality in
this inequality:

Corollary 2.5 If the face F is not degenerate, then REmin(F ) = REprim(F ).

Proof Since F is not degenerate,RE(F) = {Imax}. Therefore, from Theorem 2.4, it follows
that REprim(F ) = ∪{REprim(F, J ) | J ∈ RE(F)} = REprim(F, Imax) = REmin(F ).

Based on Theorem 2.4, we only need to find the set REprim(F, Imax) for determining all
minimal representations of the face F .

3 Determining All Prime Representations of a Face Corresponding
to theMaximal Descriptor Index Set

Let iq(J,K) be the set of all implicit equality indices for S(J,K). The set Imax can be
determined on the basis of an index set iq(I, I ) found by solving |I | linear programming
(LP) problems

min{aix | x ∈ S(I, I )}, (3.1)

and iq(I, I ) = {i ∈ I | oi = bi}, where i ∈ I and oi is the optimal value of (3.1). Another
method for determining the sets iq(I, I ) and Imax is shown in Tu [19] by solving only one
LP problem:

Property 3.1 If I ∈ RE(F) and (x0, z0(Ī ), y0, y0(Ī ), α0)T is an arbitrary feasible solu-
tion of PM(I) with α0 > 0, then
(i) iq(I, Ī ) = IQ(I, x0),
(ii) Imax = I ∪ iq(I, Ī ),
where IQ(I, x0) = {i ∈ Ī | z0i (Ī ) = 0}, PM(I) is the LP problem:

maxα

A(I)x = b(I ),

A(Ī )x + z(Ī ) = b(Ī ),

yT (I )A(I) + yT (Ī )A(Ī ) = 0,

yT (I )b(I ) + yT (Ī )b(Ī ) = 0,

z(Ī ) + y(Ī ) − αe(Ī ) ≥ 0,

z(Ī ) ≥ 0, y(Ī ) ≥ 0,

A(J ) is the matrix obtained from the matrix A of the left hand side of (1.1) by deleting rows
whose indices are not in J ; b(J ) is the vector obtained from the vector b of the right hand
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side of (1.1) by deleting components whose indices are not in J ; y(J ), z(J ) and e(J ) are
similarly defined from vectors y ∈ R

m, z ∈ R
m and e = (1, . . . , 1)T ∈ R

m, respectively.

An efficient algorithm for determining the set Imax is presented in Subroutine
INDEXFACE(I, α, β) in [19]. Let

r(J ) = rank {aj | j ∈ J },
P (j,K,L) be a problem max{ajx | x ∈ S(K,L)}, (3.2)

a∗
j (K,L) =

{
bj + 1 if there is x0 ∈ S(K,L) such that ajx

0 > bj ,

a
opt
j (K,L) if P(j,K,L) has an optimal solution,

where a
opt
j (K,L) is the optimal value of P(j, K,L). It is clear that if (K,L) is a weak

reduction of the index pair (J, J ) corresponding to an arbitrary element J ∈ RE(F), then
S(K,L) �= ∅ and a∗

j (K,L) exists. In addition, the problem P(j, K,L) need not be solved

to optimality for determining a∗
j (K,L) if there is x0 ∈ S(K,L) such that ajx

0 > bj .
Some simple conditions for the redundancy of an index pair are given in the following

property whose proof is easily obtained from the definitions of redundant indices and the
Gaussian elimination:

Property 3.2 (i) An index k ∈ K is redundant for S(K,L) if and only if r(K) = r(K \{k}).
(ii) An index j ∈ L is redundant for S(K,L) if and only if a∗

j (K,L \ {j}) ≤ bj .

From the definition of prime representations of a face and Property 3.2, we easily have
the following property:

Property 3.3 If J ∈ RE(F), then the index pair (J, J ) is a prime representation of the
face F if and only if r(J ) = |J | and a∗

j (J, J \ {j}) > bj for all j ∈ J .

For an element J ∈ RE(F), we define the following sets:

J
1,1 = {j ∈ J | a∗

j (J, J \ {j}) < bj },
J
1,2 = {j ∈ J | a∗

j (J, J \ {j}) = bj },
J
1 = J

1,1 ⋃
J
1,2

,

J
2 = {j ∈ J | a∗

j (J, J \ {j}) > bj },
T1(F, J ) = {K ⊆ J | |K| = r(K) and r(K) = r(J )} ,

T2(F, J ) =
{
G ⊆ J

1 | a∗
j (J, J \ G) ≤ bj ,∀j ∈ G

}
,

T3(F, J ) =
{
G ∈ T2(F, J ) | �G1 ∈ T2(F, J ) : G ⊂ G1

}
.

In order to determine the set REmin(F ), based on Theorem 2.4, it is enough to find the set
REprim(F, Imax). Now, we consider a formula to compute the set REprim(F, Imax).

Theorem 3.4 REprim(F, Imax) = {
(K, Imax \ G) | K ∈ T1(F, Imax),G ∈ T3(F, Imax)

}
.
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Proof We will show that (K, Imax\G) is a prime representation of F corresponding to Imax
for every element (K, Imax \ G) ∈ RE1(F, Imax), where

RE1(F, Imax) = {
(K, Imax \ G) | K ∈ T1(F, Imax),G ∈ T3(F, Imax)

}
.

First, we will show that S(K, Imax \ G) = F . It is clear that F = S(Imax, Imax) =
S(Imax, Imax \ G)

⋂
S(∅,G). From the definition of the set T2(F, Imax), it follows that

S(Imax, Imax \ G) ⊆ S(∅,G). Thus, S(Imax, Imax \ G) = F . By a proof similar to
that of [19, Property 5.2], it can be easily obtained that S(K, Imax \ G) = F . Conse-
quently, from Property 3.2, it follows that K does not contain any redundant indices for
S(K, Imax \ G). From the definition of T3(F, Imax), it is clear that Imax \ G does not con-
tain any redundant indices for S(K, Imax \G). Thus, (K, Imax \G) ∈ REprim(F, Imax) and
RE1(F, Imax) ⊆ REprim(F, Imax).

Conversely, we consider an arbitrary prime representation (I 1, I 2) ∈ REprim(F, Imax)

and will show that (I 1, I 2) ∈ RE1(F, Imax). It can be easily seen that I 1 ⊆ Imax, I 2 ⊆ Imax
and (I 1, I 2) does not contain any redundant indices for S(I 1, I 2). From Property 3.2, it
follows that r(I 1) = |I 1|. Since I 1 ⊆ Imax, r(I 1) ≤ r(Imax). We will show that r(I 1) =
r(Imax). Assume that r(I 1) < r(Imax). It is clear that there is i0 ∈ Imax \I 1 such that r(I 1∪
{i0}) = |I 1 ∪ {i0}|. Since r(Imax) ≤ n, |I 1| + 1 ≤ n. Let SMJ 1 be a

(|I 1| + 1
)× (|I 1| + 1

)
square nonsingular submatrix of

(
A(I 1)

ai0

)
and d = (d1, . . . , d|I 1|+1)

T be the |I 1|+1− th

column of the inverse matrix SM−1
J 1 , where J 1 is the set of indices of all columns of the

submatrix. For convenience of presentation and without loss of generality, we can assume
that J 1 = {1, . . . , |I 1|+ 1}. We consider the point x1 = x0 + x2, where x0 is an inner point

of F , x2 = (
x2
1 , . . . , x

2
n

)T
determined by

x2
j =

{
djβ

0 if 1 ≤ j ≤ |I 1| + 1,
0 if |I 1| + 1 < j ≤ n,

N(J 1) =
⎧⎨
⎩i ∈ Imax |

∑
j∈J 1

aij dj < 0

⎫⎬
⎭ ,

β0 = max

⎧⎨
⎩(bi − aix

0)�
∑
j∈J 1

aij dj | i ∈ N(J 1)

⎫⎬
⎭

if N(J 1) �= ∅ and β0 is an arbitrary negative number if N(J 1) = ∅. Since x0 is
an inner point of F , β0 < 0. It can be easily seen that x1 satisfies the conditions
A(I 1)x1 = b(I 1), ai0x

1 = β0 + bi0 and A(Imax)x
1 � b(Imax). Hence, it easily

follows that x1 ∈ S(I 1, I 2) and x1 /∈ S(Imax, Imax). This is a contradiction because
S(I 1, I 2) = S(Imax, Imax). Therefore, r(I 1) = r(Imax) and I 1 ∈ T1(F, Imax).

Consequently, since (I 1, I 2) ∈ REprim(F, Imax), there is G1 ⊆ Imax such that I 2 =
Imax\G1. It is clear that S(Imax, Imax) = S(Imax, Imax\G1) and Imax\G1 does not contain
any redundant indices for S(Imax, Imax\G1). We will show that a∗

j (Imax, Imax\G1) � bj for

all j ∈ G1. Assume that there are j0 ∈ G1 and x0 ∈ S(Imax, Imax \ G1) such that aj0x
0 >

bj0 . It is clear that x0 /∈ S(Imax, Imax \ {G1 \ {j0}}). Hence, we have S(Imax, Imax) ⊆
S(Imax, Imax\{G1\{j0}}) ⊂ S(Imax, Imax\G1). Noting that S(Imax, Imax) = S(Imax, Imax\
G1), we have S(Imax, Imax \ {G1 \ {j0}}) = S(Imax, Imax \ G1). This is a contradiction.
Therefore, we have a∗

j (Imax, Imax \ G1) � bj for all j ∈ G1. Thus, G1 ∈ T2(F, Imax).
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From the definition of T3(F, Imax) and since Imax \ G1 does not contain any redundant
indices for S(Imax, Imax\G1), it follows thatG1 ∈ T3(F, Imax). Therefore,RE1(F, Imax) ⊇
REprim(F, Imax). The proof is complete.

From the definition of minimal representations of a face, Theorems 2.4 and 3.4, the
following corollary can be easily obtained:

Corollary 3.5 |J | = |M| and |K| = |N | for all (J,K) ∈ REmin(F ) and (M,N) ∈
REmin(F ).

From the proof of Theorem 3.4, the following property is easily obtained:

Property 3.6 If G ⊆ K , then S(J,K) = S(J,K \ G) if and only if a∗
j (J,K \ G) ≤ bj for

all j ∈ G.

Remark 3.7 From Theorems 2.4 and 3.4, it can be seen that a face can have many minimal
representations.

It is easily seen that j ∈ L is a strongly redundant index for S(K,L) if and only if
a∗
j (K,L \ {j}) < bj . Based on Theorems 2.4 and 3.4, we have a method for determining

all minimal representations of a face. In order to increase the usefulness of the method, we
will prove and utilize a property that deleting strongly redundant indices for S(J, J ) does
not change the redundancy of other indices, where J is an element of RE(F).

Remark 3.8 From the definition of redundant indices and Property 3.2, it follows that

S(J, J \ {j}) = F for all j ∈ J
1
. Therefore, max{ajx | x ∈ F } < bj for all j ∈ J

1,1
and

max{ajx | x ∈ F } = bj for all j ∈ J
1,2

.

We consider the following property:

Property 3.9 (i) If J
1,1 �= ∅, then S(J, J \ {i, j}) = F for all i ∈ J

1,1
and j ∈ J

1
.

(ii) If J
1,2 �= ∅, then S(J, J \ {J 1,1 ∪ {j}}) = F for every j ∈ J

1,2
.

Proof (i) It can easily be seen that

S(J, J \ {i, j}) = {
x ∈ S(J, J \ {i, j}) | aix ≤ bi

}⋃ {
x ∈ S(J, J \ {i, j}) | aix > bi

}
= S(J, J \ {j})

⋃ {
x ∈ S(J, J \ {i, j}) | aix > bi

}
= F

⋃ {
x ∈ S(J, J \ {i, j}) | aix > bi

}
.

Noting that

F =
⎧⎨
⎩x ∈ R

n

∣∣∣∣∣∣
atx = bt , t ∈ J,

atx ≤ bt , t ∈ J \ {i, j},
aix ≤ bi

⎫⎬
⎭ ,

max {aix | x ∈ F } < bi (Remark 3.8) and aix is a continuous function on
S(J, J \ {i, j}), we easily have S(J, J \ {i, j}) ⊆ {x ∈ R

n | aix ≤ bi}. Therefore,{
x ∈ S(J, J \ {i, j}) | aix > bi

} = ∅ and S(J, J \ {i, j}) = F .
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(ii) If J
1,1 = ∅, then the proof is obvious. If J

1,1 �= ∅, we consider the set

G = J
1,1 ∪ {j}. It can be written that S(J, J \ G) =

{
x ∈ S(J, J \ G) | aix ≤ bi

}⋃
{
x ∈ S(J, J \ G) | aix > bi

}
=S(J, J \{J 1,1\{i}}∪{j})⋃ {

x ∈ S(J, J \ G) | aix > bi

}
,

where i ∈ J
1,1

. By induction on the number of elements of J
1,1

, we have{
x ∈ S(J, J \ G) | aix ≤ bi

} = F and by an argument similar to that presented in part (i)
we have

{
x ∈ S(J, J \ G) | aix > bi

} = ∅, the proof of part (ii) can be easily obtained.

By an analogous proof to the proof in part (ii) of Property 3.9, the following result is
easily obtained:

Corollary 3.10 If J
1,2 = ∅, then S(J, J \ J

1,1
) = F .

From Property 3.9 and Theorem 3.4, we can easily obtain the following corollary:

Corollary 3.11 If |I 1max| ≤ 2 and I
1,1
max �= ∅, then REprim(F, Imax) = {(J, I

2
max) | J ∈

T1(F, Imax)}.

4 An Algorithm for Determining All Minimal Representations
of a Given Face

Let SO(j, Imax,G) be the set of all new feasible solutions of the problem P(j, Imax, Imax \
G) that have been found in determining

a∗
j (Imax, Imax \ G);

SO(Imax) =
⋃ {

SO(j, Imax, G) | a∗
j (Imax, Imax \ G) has been determined

}
;

SO(Imax,G) = {
y ∈ SO(Imax) | ajy ≤ bj ,∀j ∈ Imax \ G

} ;
Ω1 =

{
G ⊆ I

1
max | ∃j ∈ G : a∗

j (Imax, Imax \ G) > bj and has been determined
}

;

T Gt be the set of subsets of I
1
max that need to be checked for finding elements of T2(F, Imax)

in the t-th iteration; T4(F, Imax) be the set of all maximal elements by inclusion among
elements of T2(F, Imax) that have been found.

An algorithm for finding all minimal representations of the face F described by an index
set I is stated as follows:

Step 1 Determine the sets Imax, T1(F, Imax).
If Imax = ∅, then set T4(F, Imax) = ∅ and go to Step 9.

Set t = 1, T G1 = {
S ⊆ Imax | |S| = 1

}
, T4(F, Imax) = ∅, Ω1 = ∅, I 1,1max = ∅,

I
1,2
max = ∅, SO(Imax) = ∅ and go to Step 3.

Step 2 Determine I
1
max.

If I
1
max = ∅, then set T4(F, Imax) = ∅ and go to Step 9.

Set T4(F, Imax) = {I 1,1max ∪ {j} | j ∈ I
1,2
max}.

If |I 1max| = 1, then go to Step 9.
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If |I 1max| ≤ 2 and I
1,1
max �= ∅, then go to Step 9.

Set t = 2, T Gt+1 = ∅ and T Gt = {S ⊆ I
1
max | |S| = t}.

Step 3 Take G ∈ T Gt .

If there is Ω ∈ T4(F, Imax) such that G ⊆ Ω, then go to Step 7. (4.1)

Set H = G.

Step 4 If SO(Imax, G) = ∅, then take an arbitrary element j0 ∈ H , determine
a∗
j0

(Imax, Imax \ G) and go to Step 5.

Find an index j0 ∈ H and a feasible solution x∗ determined by

aj0x
∗ = max

{
max

{
ajx | x ∈ SO(Imax, G)

} | j ∈ H
}
. (4.2)

Determine a∗
j0

(Imax, Imax \ G) based on solving the problem P(j0, Imax, Imax \ G)

starting from x∗.

Step 5 If a∗
j0

(Imax, Imax \ G) > bj0 , then set

Ω1 = Ω1 ∪ {G} and go to Step 8. (4.3)

If t = 1 and a∗
j0

(Imax, Imax \ G) < bj0 , then set I
1,1
max = I

1,1
max ∪ {j0}.

If t = 1 and a∗
j0

(Imax, Imax \ G) = bj0 , then set I
1,2
max = I

1,2
max ∪ {j0}.

If SO(j0, Imax, G) �= ∅, then set
SO(Imax,G) = SO(Imax,G) ∪ SO(j0, Imax,G). (4.4)

Step 6 Set H = H \ {j0}.
If H �= ∅, then go to Step 4.
If S(Imax,G) �= ∅, then set SO(Imax) = SO(Imax) ∪ SO(Imax,G).
If t = 1, then go to Step 8.
Let T 1

4 (F, Imax,G) = {Ω ∈ T4(F, Imax) | Ω ⊆ G} and set
T4(F, Imax) = T4(F, Imax) \ T 1

4 (F, Imax,G) ∪ {G}. (4.5)

If t = |I 1max|, then go to Step 8.

Step 7 Let T Gt+1
1 (G) =

{
G ∪ {i} | i ∈ I

1
max \ G

}
,

T Gt+1
2 (G) =

{
Ω ∈ T Gt+1 ∪ T Gt+1

1 (G) | ∃S ∈ Ω1 : S ⊆ Ω
}

and set

T Gt+1 = T Gt+1 ∪ T Gt+1
1 (G) \ T Gt+1

2 (G). (4.6)

Step 8 Set T Gt = T Gt \ {G}.
If T Gt �= ∅, then go to Step 3.
If t = 1, then go to Step 2.
If T Gt+1 �= ∅, then set t = t + 1, T Gt+1 = ∅ and go to Step 3.
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Step 9 REmin(F ) = {
(K, Imax \ G) | K ∈ T1(F, Imax),G ∈ T4(F, Imax)

}
.

Step 10 Stop.

Now, we present some properties of the algorithm.

Property 4.1 (i) If Ω ∈ T2(F, Imax) and G ⊆ Ω , then G ∈ T2(F, Imax).
(ii) If Ω /∈ T2(F, Imax) and Ω ⊆ G, then G /∈ T2(F, Imax).

(iii) If I
1
max �= ∅, then SO(Imax,G) �= ∅ for all G ∈ T Gt and t ≥ 2.

Proof (i) Since G ⊆ Ω , S(Imax, Imax \ G) ⊆ S(Imax, Imax \ Ω). From this and Ω ∈
T2(F, Imax), it follows that a∗

j (Imax, Imax \ G) ≤ a∗
j (Imax, Imax \ Ω) ≤ bj for all j ∈ G.

Therefore, G ∈ T2(F, Imax).
(ii) The proof is immediately obtained from part (i).

(iii) From the algorithm, it follows that there is j0 ∈ I
1
max such that {j0} ⊆ G. Thus,

Imax \G ⊆ Imax \{j0}. From the definition of SO(Imax,G), it follows that xopt (j0, {j0}) ∈
SO(Imax,G), where xopt (j0, {j0}) is an optimal solution of the problem P(j0, Imax, Imax\
{j0}) and has been found in checking {j0} to be an element of I

1
max. The proof is complete.

Corollary 4.2 If Ω /∈ T2(F, Imax), then at least 2|I 1max\Ω| subsets of I
1
max are not elements

of T2(F, Imax).

Proof From part (ii) of Property 4.1, it follows that Ω ∪ Ω∗ /∈ T2(F, Imax) for all Ω∗ ⊆
I
1
max \ Ω . It is easily seen that the number of such sets Ω∗ is equal to 2|I 1max\Ω|. The proof

is complete.

Remark 4.3 Part (iii) of Property 4.1 is a basis of choosing a feasible solution x∗ in Step 4.
The algorithm contains many ideas to reduce the computational efforts for determining the
set REmin(F ). Some of them are shown below.
• Parts (i) and (ii) of Properties 4.1 are utilized by introducing and using rules (4.1), (4.3),
and (4.6) to reduce the number of problems of type (3.2) that need to be solved for checking

subsets of I
1
max to be elements of T2(F, Imax).

• For determining a∗
j0

(Imax, Imax \G) in Step 4, solving the problem P(j0, Imax, Imax \G)

can be started from a best feasible solution among its feasible solutions that have been found
by using rule (4.2). In addition, the problem P(j0, Imax, Imax \ G) is not required to solve
to optimality if there is x0 ∈ S(Imax, Imax \ G) such that aj0x

0 > bj0 .

• It can be easily seen that the feasible sets of the problems P(j, Imax, Imax\G) are the same
for all j ∈ G and S(Imax, Imax \ Ω) ⊆ S(Imax, Imax \ G) if Ω ⊆ G. These properties are
utilized to reduce computational efforts in determining a∗

j0
(Imax, Imax \ G) by introducing

and using by the rules (4.1)–(4.4).

The validity of the algorithm is dealt with in the following property:

Property 4.4 The set REmin(F ) is obtained after the final iteration of the algorithm.
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Proof From Theorems 2.4 and 3.4, it is enough to prove that T4(F, Imax) = T3(F, Imax).

If I
1
max = ∅, then the proof is obvious. Now, we present the proof in the case when

I
1
max �= ∅. Let t1 be a maximal integer number such that T Gt1 �= ∅. We consider an

arbitrary subset G of I
1
max and will show that if G /∈ ⋃{

T Gt | t = 1, . . . , t1
}
, then

G /∈ T2(F, Imax). Since G /∈ ⋃{
T Gt | t = 1, . . . , t1

}
, there is S ∈ Ω1 such that S ⊆ G.

Noting that S /∈ T2(F, Imax), from Property 4.1, it follows that G /∈ T2(F, Imax). Thus,
we have T2(F, Imax) ⊆ ⋃{T Gt | t = 1, . . . , t1}. It can be easily seen that all elements
of T2(F, Imax) are found by the algorithm and T4(F, Imax) ⊆ T2(F, Imax). In addition,
from rule (4.5) and from a property of top-down search procedures that |G| < |H | for all
G ∈ T Gt and H ∈ T Gl with t < l, it follows that the set T4(F, Imax) consists of all max-
imal elements of T2(F, Imax) ordered by the inclusion. Therefore, from the definition of
T3(F, Imax), we have T4(F, Imax) = T3(F, Imax).

Remark 4.5 The algorithm can also efficiently find all minimal representations of the face F

described by an index set I of a large-scale convex polyhedron (the number of equalities and
inequalities used to state a polyhedron is large) with some computational notes that the set
Imax is found based on the problems of type (3.1); Gaussian elimination is used to compute
the rank of matrices in determining the set T1(F, Imax) and decomposition methods, interior
point methods or Lagrangian methods [5] can be used to solve large-scale LP problems
constructed in the algorithm.

5 Examples

Example 5.1 Determine all minimal representations of the face F described by index set
I = ∅ of polyhedron (1.1), when

A =
⎛
⎝ −1 −2 −3 0 −1 1 1

−1 −1 −1 0 1 1 −1
1 2 3 1 1 1 1

⎞
⎠

T

and b = (
1 2 3 2 1 1 1

)T
.

To illustrate the working of the algorithm, in this example, the simplex method is used
to solve problems of type (3.2).

Step 1 Imax = ∅, T1(F, Imax) = ∅.
t = 1, T G1 = {{1}, {2}, {3}, {4}, {5}, {6}, {7}}, T4(F, Imax) = ∅, Ω1 = ∅, I

1,1
max = ∅,

I
1,2
max = ∅, SO(Imax) = ∅.

Step 3 Take G = {1}. H = {1}.
Step 4 SO(Imax, {1}) = ∅, take j0 = 1.
SO(1, Imax, {1}) = {

(0, 0, 0)T , (0, 0, 1)T , (−.3333,−1.3333, 0)T
}
, a∗

1 (Imax, Imax\{1}) =
2.
Step 5 a∗

1 (Imax, Imax \ {1}) > b1, Ω1 = {{1}}.
Step 6 H = ∅. SO(Imax) = {

(0, 0, 0)T , (0, 0, 1)T , (−.3333,−1.3333, 0)T
}
.

Step 8 T G1 = {{2}, {3}, {4}, {5}, {6}, {7}}.
Step 3 Take G = {2}. H = {2}.
Step 4 SO(Imax, {2}) = {

(0, 0, 0)T , (0, 0, 1)T
}
, j0 = 2, x∗ = (0, 0, 1)T . x∗ is an optimal

solution of problem P(2, Imax, Imax \ {2}), a∗
2 (Imax, Imax \ {2}) = 2.
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Step 5 a∗
2 (Imax, Imax \ {2}) = b2, I

1,2
max = {{2}}. SO(2, Imax, {2}) = ∅.

Step 6 H = ∅.
Step 8 T G1 = {{3}, {4}, {5}, {6}, {7}}.
Step 3 Take G = {3}. H = {3}.
Step 4 SO(Imax, {3}) = {

(0, 0, 0)T , (0, 0, 1)T
}
, j0 = 3, x∗ = (0, 0, 1)T . x∗ is an optimal

solution of problem P(3, Imax, Imax \ {3}), a∗
3 (Imax, Imax \ {3}) = 3.

Step 5 a∗
3 (Imax, Imax \ {3}) = b3, I

1,2
max = {{2}, {3}}. SO(3, Imax, {3}) = ∅.

Step 6 H = ∅.
Step 8 T G1 = {{4}, {5}, {6}, {7}}.
Step 3 Take G = {4}. H = {4}.
Step 4 SO(Imax, {4}) = {

(0, 0, 0)T , (0, 0, 1)T
}
, j0 = 4, x∗ = (0, 0, 1)T . x∗ is an optimal

solution of problem P(4, Imax, Imax \ {4}), a∗
4 (Imax, Imax \ {4}) = 1.

Step 5 a∗
4 (Imax, Imax \ {4}) < b4, I

1,1
max = {{4}}. SO(4, Imax, {4}) = ∅.

Step 6 H = ∅.
Step 8 T G1 = {{5}, {6}, {7}}.
Step 3 Take G = {5}. H = {5}.
Step 4 SO(Imax, {5}) = {

(0, 0, 0)T , (0, 0, 1)T
}
, j0 = 5, x∗ = (0, 0, 1)T .

SO(5, Imax, {5}) = {(−2, 3, 0)T }, a∗
5 (Imax, Imax \ {5}) = 2.

Step 5 a∗
5 (Imax, Imax \ {5}) > b5, Ω1 = {{1}, {5}}.

Step 6 H = ∅. SO(Imax) = {
(0, 0, 0)T , (0, 0, 1)T , (−.3333,−1.3333, 0)T , (−2, 3, 0)T

}
.

Step 8 T G1 = {{6}, {7}}.
Step 3 Take G = {6}. H = {6}.
Step 4 SO(Imax, {6}) = {

(0, 0, 0)T , (0, 0, 1)T
}
, j0 = 6, x∗ = (0, 0, 1)T .

P(6, Imax, Imax \ {6}) is unbounded from above, a∗
6 (Imax, Imax \ {6}) = 2.

Step 5 a∗
6 (Imax, Imax \ {6}) > b6, Ω1 = {{1}, {5}, {6}}.

Step 6 H = ∅.
Step 8 T G1 = {{7}}.
Step 3 Take G = {7}. H = {7}.
Step 4 SO(Imax, {7}) = {

(0, 0, 0)T , (0, 0, 1)T
}
, j0 = 7, x∗ = (0, 0, 1)T .

P(7, Imax, Imax \ {7}) is unbounded from above, a∗
7 (Imax, Imax \ {7}) = 2.

Step 5 a∗
7 (Imax, Imax \ {7}) > b7, Ω1 = {{1}, {5}, {6}, {7}}.

Step 6 H = ∅.
Step 8 T G1 = ∅.
Step 2 I

1
max = {{2}, {3}, {4}},

SO(Imax) = {
(0, 0, 0)T , (0, 0, 1)T , (−.3333,−1.3333, 0)T , (−2, 3, 0)T

}
. T4(F, Imax) =

{{2, 4}, {3, 4}}. t = 2, T G3 = ∅, T G2 = {{2, 3}, {2, 4}, {3, 4}}.
Step 3 Take G = {2, 3}. H = {2, 3}.
Step 4 SO(Imax, {2, 3}) = {(0, 0, 0)T , (0, 0, 1)T }, j0 = 3, x∗ = (0, 0, 1)T . x∗ is
an optimal solution of problem P(3, Imax, Imax \ {2, 3}), a∗

3 (Imax, Imax \ {2, 3}) = b3,
SO({3}, Imax, {2, 3}) = ∅.
Step 6 H = {2}.
Step 4 SO(Imax, {2, 3}) = {(0, 0, 0)T , (0, 0, 1)T }, j0 = 2, x∗ = (0, 0, 1)T . x∗ is
an optimal solution of problem P(2, Imax, Imax \ {2, 3}), a∗

2 (Imax, Imax \ {2, 3}) = b2,
SO({2}, Imax, {2, 3}) = ∅.
Step 6 H = ∅, T 1

4 (F, Imax, {2, 3}) = ∅, T4(F, Imax) = {{2, 3}, {2, 4}, {3, 4}}.
Step 7 T G3

1({2, 3}) = {{2, 3, 4}}, T G3
2({2, 3}) = ∅, T G3 = {{2, 3, 4}}.
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Step 8 T G2 = {{2, 4}, {3, 4}}.
Step 3 Take G = {2, 4}. G ∈ T4(F, Imax).
Step 7 T G3

1({2, 4}) = {{2, 3, 4}}, T G3
2({2, 4}) = ∅, T G3 = {{2, 3, 4}}.

Step 8 T G2 = {{3, 4}}.
Step 3 Take G = {3, 4}. G ∈ T4(F, Imax).
Step 7 T G3

1({3, 4}) = {{2, 3, 4}}, T G3
2({3, 4}) = ∅, T G3 = {{2, 3, 4}}.

Step 8 T G2 = ∅. T G3 = {{2, 3, 4}}, t = 3, T G4 = ∅.
Go on the same way, we obtain that T4(F, Imax) = {{2, 3, 4}}, T G4 = ∅.

Step 9 REmin(F ) = {(∅, {1, 5, 6, 7})}.
Step 10 Stop.

Example 5.2 Find all minimal representations of the face F described by index set I = ∅
of polyhedron (1.1) when

A =
(
1 −1 0 0 1 1
0 0 1 −1 −1 1

)T

and b = (
0 0 0 0 0 0

)T
.

This example is also considered in Boneh et al. [2].

Step 1 Imax = {1, 2, 3, 4, 5, 6}, r(Imax) = 2, T1(F, Imax) = {{1, 3}, {1, 4}, {1, 5}}⋃
{{1, 6}, {2, 3}, {2, 4}, {2, 5}, {2, 6}, {3, 5}, {3, 6}, {4, 5}, {4, 6}, {5, 6}}, Imax = ∅,
T4(F, Imax) = ∅.
Step 9 REmin(F ) ={({1, 3},∅), ({1, 4},∅), ({1, 5},∅), ({1, 6},∅), ({2, 3},∅), } ⋃
{({2, 4},∅), ({2, 5},∅), ({2, 6},∅), ({3, 5},∅), ({3, 6},∅), ({4, 5},∅), ({4, 6},∅), ({5, 6},∅)}.
Step 10 Stop.

Remark 5.3 In Example 5.2, the face F has 13 minimal representations in which only one
minimal representation ({1, 3},∅) is shown in Boneh et al. [2].

6 Some Applications of Minimal Representations of a Face

A subset H of a face G is said to be a sub-face of it if H is a face of the polyhedron
G. The number of constraints used to represent a face is said to be a size of the face. Let
NC(F, (M,N)) be the size of the face F represented by an index pair (M,N). We consider
the following property:

Property 6.1 (i) NC(F, (I, I )) − NC(F, (J,K)) = m − r(Imax) − |K| for all (J,K) ∈
REmin(F ).
(ii) NC(F, (J,K)) = NC(F, (M,N)) for all (J,K) ∈ REmin(F ) and (M,N) ∈
REmin(F ).

Proof (i) From Theorems 2.4 and 3.4, it follows that (J,K) is a weak reduction of
(Imax, Imax). Therefore, there are G1 ⊆ Imax and G2 ⊆ Imax such that (J,K) =
(Imax \G1, Imax \G2). Thus, NC(F, (I, I ))−NC(F, (J,K)) = (|I |+|I |)− (|Imax \G1|+
|Imax\G2|) = (|I |+|I |)−(|Imax|−|G1|+|Imax|−|G2|) = |G1|+|G2|. From Theorems 2.4
and 3.4, it follows that |J | = r(Imax). Therefore, |G1|+|G2| = (|Imax|−|J |)+(|Imax|−|K|)
= m − r(Imax) − |K|.

(ii) The proof is immediately obtained from Corollary 3.5.
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Property 6.1 shows that the size of the face F is decreased by m − r(Imax) − |K|, if F is
represented by a minimal representation (J,K) of it.

Now, we deal with the degeneracy of a face. It is clear that the face F is degenerate if
Imax �= I but it can also happen that F is degenerate when Imax = I . A necessary and
sufficient condition for the degeneracy of a face is shown in the following property whose
proof can be easily obtained on the basis of [19, Property 7.1]:

Property 6.2 The face F represented by a descriptor index set I is degenerate if and only
if r(Imax) < |Imax|.

A degeneracy degree of a face F represented by an index pair (J,K) is denoted by
d(F, (J,K)) and is computed by the formula

d(F, (J,K)) = |Jmax(K)| − r(Jmax(K)),

where Jmax(K) = {i ∈ J ∪ K | aix = bi for all x ∈ S(J,K)}. It is easily seen that
Jmax(K) = J ∪ iq(J,K) and the index set iq(J,K) can be easily found by solving |K|
linear programming problems min{ajx | x ∈ S(J,K)} , where j ∈ K or by solving one
LP problem similarly constructed as in [19]. The concept of the degeneracy degree of a face
is a generalization of that of the degeneracy degree of constraint collections introduced by
Sierksma and Tijssen [15]. The face represented by an index pair (J,K) is degenerate if and
only if d(F, (J,K)) > 0. A dimension of the face G represented by an index pair (M,N)

is denoted by dimG and is computed by dimG = n − r(Mmax(N)) (see [18] for more
details). A face can be represented by an arbitrary descriptor index set for it or by an arbi-
trary minimal representation of it but the degeneracy degree of the face depends on which
are chosen to represent it. This is dealt with in the following property:

Property 6.3 (i) d(F, (M,M)) = d(F, (N,N)) for all M ∈ RE(F) and N ∈ RE(F).
(ii) If (M,N) ∈ T (F ), (K,L) ∈ T (F ) and (K,L) is a weak reduction of (M,N), then
d(F, (K,L)) ≤ d(F, (M,N)).
(iii) d(F, (J,K)) = 0 for all (J,K) ∈ REmin(F ).
(iv) d(F, (J,K)) = min{d(F, (M,N)) | (M,N) ∈ T (F )} for every (J,K) ∈ REmin(F ).

Proof (i) From [19, Theorem 3.2], we have Mmax(M) = Imax for all M ∈ RE(F). Thus
d(F, (M,M)) = |Imax| − r(Imax). Therefore, d(F, (M,M)) = d(F, (N,N)) for all M ∈
RE(F) and N ∈ RE(F).

(ii) It is clear that K ⊆ M and L ⊆ N . Noting that S(K,L) = F =
S(M,N) and L ⊆ N , from the definition of implicit equality indices it follows that
iq(K,L) ⊆ iq(M,N). Thus, Kmax(L) = K ∪ iq(K,L) ⊆ M ∪ iq(M,N) =
Mmax(N). Therefore, Kmax(L) ⊆ Mmax(N). Since S(K,L) = F = S(M,N),
from the definition of the dimension of a face, it follows that n − r(Kmax(L)) =
n − r(Mmax(N)). Therefore, r(Kmax(L)) = r(Mmax(N)). Hence, d(F, (K,L)) =
|Kmax(L)| − r(Kmax(L)) ≤ |Mmax(N)| − r(Mmax(N)) = d(F, (M,N)). Thus, we have
d(F, (K,L)) ≤ d(F, (M,N)).

(iii) From Theorems 2.4 and 3.4, it follows that r(J ) = |J |. Since K contains no
implicit equality indices for S(J,K), Jmax(K) = J . Therefore, d(F, (J,K)) = |Jmax(K)|−
r(Jmax(K)) = |J | − |J | = 0.

(iv) The proof is immediately obtained from part (iii) by noting that d(F, (M,N)) ≥ 0
for all (M,N) ∈ T (F ).



T.V. Tu

From the proof of Property 6.3, the following property is easily obtained:

Property 6.4 r(Kmax(L)) = r(Mmax(N)) for all (K,L) ∈ T (F ) and (M,N) ∈ T (F ).

Remark 6.5 It can happen that there is (K,M) ∈ REprim(F ) such that d(F, (K,M)) > 0.
This can be shown by the following example:

Example 6.6 We consider polyhedron (1.1) when

A =
( −1 1 0
0 1 1

)T

,

b = (
0 1 1

)T
and compute the degeneracy degree of the face F consisting of only

one point (0, 1)T . It is easily seen that ({3}, {1, 2}) is a prime representation of the face
F , {3}max({1, 2}) = {1, 2, 3} and r({3}max({1, 2})) = 2. Therefore, d(F, ({3}, {1, 2}))
= |{3}max({1, 2})| − r({3}max({1, 2})) = 3 − 2 = 1.

Thus, from Example 6.6 and Property 6.3, it follows that the set REmin(F ) can be a strict
subset of the set REprim(F ).

The degeneracy degree of a face generally depends on descriptor index pairs used to
represent it. To show a dependence of the degeneracy degree of a face on descriptor index
pairs for it, we say that the face F is degenerate with respect to a descriptor index pair
(M,N) if it is represented by (M,N) and d(F, (M,N)) > 0, and is not degenerate with
respect to a descriptor index pair (M,N) if it is represented by (M,N) and d(F, (M,N)) =
0. The following property is immediately obtained from Property 6.3:

Property 6.7 The face F is not degenerate with respect to (J,K) for all (J,K) ∈
REmin(F ).

From Example 6.6, it is easily seen that this property might not be true for prime repre-
sentations of F . Noting that every face of P has at least one minimal representation, from
Property 6.7, it follows that for an arbitrary face of P , there is always a descriptor index
pair for it such that this face is not degenerate with respect to the descriptor index pair. The
degeneracy of some special sub-faces of F can be immediately obtained from [15, Theorem
4]:

Property 6.8 If a face is represented by a minimal representation of it and has dimension
d , then all the (d − 1) or (d − 2)–dimensional sub-faces of it are not degenerate.

In order to show some applications of minimal representations of a face, we consider a
problem whose feasible set is described by a face and will investigate the problem when
this face is represented by a minimal representation of it. From Properties 6.1 and 6.3, it
is easily seen that the degeneracy degree of the face and the size of the problem (the num-
ber of the objectives and constraints used to state the problem) can be reduced. These can
be used to reduce computational efforts and difficulties in solving and analyzing the prob-
lem. Using a minimal representation of a face to represent it gives us special advantages
in many methods, for example, face search methods, face decomposition–based methods,
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descriptor set–based methods (methods are based on descriptor sets for faces), etc. In solv-
ing a problem of optimizing a function over the efficient set of a multiple objective linear
programming (MOLP) problem by face search methods or by descriptor set–based methods
(see, e.g., [1, 13, 17]) and in finding the efficient set or determining all maximal efficient
faces of an MOLP problem by top-down search methods (see, e.g., [12, 19, 21]), the num-
ber of descriptor sets for faces of the constraint polyhedron that need to be considered can
be reduced if the constraint polyhedron of the MOLP problem is represented by a mini-
mal representation of it. In addition, based on [19, Property 2.9] and Properties 6.7–6.8, the
method in [19] can be improved on the basis of representing the constraint polyhedron by a
minimal representation of it because the maximal descriptor index sets for all descriptor sets
whose dimensions are elements of the set {n, (n − 1), (n − 2)} need not be determined for
this method, where n is the dimension of the constraint polyhedron (the constraint polyhe-
dron is a special face of it) and the dimension of a descriptor set is one of the face described
by it (see [19] or [20] for more details). The bottom-up search method given in [20] is also
a descriptor set–based method for finding all maximal efficient faces of an MOLP prob-
lem. A main computational effort of this method lies in determining the set of all edges and
extreme rays incident to every efficient extreme point of the MOLP problem. From Prop-
erty 6.8, it can be easily seen that the degeneracy degree of every efficient extreme point can
be decreased; and therefore, computational efforts in the method given in [20] can also be
decreased by using a minimal representation of the constraint polyhedron to represent this
polyhedron.

7 Conclusions

Amethod for determining all minimal representations of a face of a polyhedron is proposed.
The maximal descriptor index set for a face dealt with in our previous papers is used to con-
struct the method. To reduce computational efforts in finding all minimal representations
of a face, we prove and use properties that deleting strongly redundant constraints does not
change the redundancy of other constraints and all minimal representations of the face can
be determined by finding only the set of all prime representations of the face correspond-
ing to the maximal descriptor index set for it. The proposed method is based on a top-down
search strategy for finding all minimal representations of a face. This method is simple, is
easy to implement, and has many computational advantages. Based on minimal representa-
tions of a face, a reduction of the degeneracy degree of the face and ideas to improve some
known methods for solving a problem for optimizing a function over the efficient set and for
finding all maximal efficient faces in multiple objective linear programming are presented.
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