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Abstract

The primary tool for managing bank default risk is the credit rating of potential 
customers. The focus of the present study is on the logistic regression method used 
to construct 95% of the lender scorecards. The aim of the research is to determine 
how much the treatment of outliers improves the classification accuracy of the mod-
els when using a method that is highly sensitive to outliers, and which method of 
treating outliers results in the highest classification accuracy. Furthermore, what cri-
teria should be used to determine the cut-off value of the models for a sample that 
does not contain solvent and insolvent businesses in equal proportions. The analysis 
was carried out on a sample of 1677 construction companies. The results show that 
the treatment of outliers significantly improves the predictive ability of the models, 
while the replacement of outliers with the closest non-outlier proved to be the most 
effective for treating outliers. When determining the cut-off, it is inappropriate to 
use the value that results in the highest classification accuracy, as this may lead to 
an increase in the proportion of first-order errors. The optimisation of this value 
may depend on the degree of credit risk taken by a given financial institution in its 
portfolio of loans.
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Introduction

The importance of corporate bankruptcy prediction has increased in recent decades, 
with the bankruptcy of the borrower companies being the main cause of banking 
crises in the Japanese and Nordic banking systems in the early 2000s, highlighting 
the importance of assessing the survivability of customers when lending. Banks are 
the most important users of bankruptcy prediction models, but they can also be use-
ful for audit firms and bond selling companies (Virág 2004).  Currently, in the after-
math of the coronavirus epidemic and the war situation, the entire global economy 
is characterised by great uncertainty, which makes it even more important to effec-
tively predict the bankruptcy of businesses. From a banking perspective, effective 
credit rating is particularly important, as the coronavirus epidemic has significantly 
increased banks’ operating costs (Doma-Kozma 2022).

A record number of liquidation proceedings were opened in Hungary in the Q3 
of 2022, with the number of liquidations opened in September four times up the 
number a year earlier (Opten 2022).2 The subject of our study is bankruptcy predic-
tion for Hungarian construction companies based on logistic regression. The reason 
for our choice is that the construction industry is a dominant sector in the Hun-
garian economy, in terms of gross value added and the increase in the number of 
businesses (KSH 2021/a). The use of logistic regression in bankruptcy prediction has 
been widespread since the 1970s, and 95% of bank lender scorecards are still based 
on this method, so banks prefer to use it in their lending decisions (Nyitrai-Virág 
2017). Logistic regression is a very popular technique in bankruptcy prediction, as it 
does not require a normal distribution of variables, but it is very sensitive to outliers, 
which are mainly typical for bankrupt businesses, and therefore it is necessary to 
deal with these values when building models (Nyitrai 2017). Two of the most com-
mon practices for dealing with outliers are the replacement of outliers with the clos-
est values which are no longer outliers, and the exclusion of outliers from the sample 
(Nyitrai-Virág 2017, Nyitrai 2017).

The sample is a large sample of 1,677 construction companies of which 1,293 are 
still in operation and 384 are currently in liquidation. The source of the reports is the 
Crefoport database. The sample does not include active and insolvent businesses in 
equal proportions, which is consistent with the fact that in reality, well-functioning, 
solvent businesses are present in the economy in a much larger proportion.

2 Source: https://www.opten.hu/kozlemenyek/meglodultak-a-felszamo-
lasi-eljarasok-fizeteskeptelenseget-jelez-vagy-covid-utohatas Downloaded 
on: 05.03.2023

https://www.opten.hu/kozlemenyek/meglodultak-a-felszamolasi-eljarasok-fizeteskeptelenseget-jelez-vagy-covid-utohatas
https://www.opten.hu/kozlemenyek/meglodultak-a-felszamolasi-eljarasok-fizeteskeptelenseget-jelez-vagy-covid-utohatas
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THE HISTORY OF BANKRUPTCY PREDICTION

Bankruptcy in the legal sense means insolvency, bankruptcy being the event when a 
company is unable to meet its payment obligations on time. However, bankruptcy 
is not a sudden situation, but a longer process, a possible outcome of a period of 
financial difficulties. Financial difficulties arise in the life of a business when value 
destruction occurs due to inefficiency of assets or a poorly designed asset portfolio. 
The destruction of value reduces the market value of the asset portfolio, which in 
turn increases the financing leverage of the business. These effects lead to liquidity 
problems, which can result in insolvency, which in legal terms means bankruptcy 
(Pálinkó-Svoób 2016).

But financial difficulties and bankruptcy do not necessarily occur together. The 
management may recognise the value destruction in time and successfully prevent 
the insolvency by restructuring the company’s operations. It is also possible, howev-
er, that an external shock can lead to bankruptcy without any warning. This is most 
often the case for companies with low capital and asset portfolio and which finance 
their operations with short-term funds. In a recession, it becomes more difficult to 
renew short-term funds, which can lead to a sudden liquidity shortage and insolven-
cy (Pálinkó-Svoób 2016).

There are two types of insolvency proceedings in Hungary. Bankruptcy is a type 
of reorganisation procedure, the aim of which is for the debtor to reorganise its 
business after reaching an agreement with its creditors and to continue to operate 
thereafter. Liquidation proceedings, on the other hand, are a type of winding-up 
procedure, the aim of which is not to effectively reorganise the debtor’s business 
but to wind up the debtor company without succession, seeking to satisfy creditors’ 
claims as fully as possible (Piller 2013). 

Most banks use some form of statistical scoring system in their lending practices 
to determine the probability of bankruptcy. These scoring systems can work with 
a wide range of inputs. General experience shows that variables that describe the 
behaviour of borrowers work best in determining the probability of bankruptcy, and 
these variables lead to higher accuracy than, for example, the use of financial ratios. 
Furthermore, a weakness of accounting data is that the balance sheet and income 
statement data can be manipulated in certain circumstances (Cziglerné 2020). The 
problem, however, is that there are no databases to monitor the behaviour of bor-
rowers (Mikolasek 2018). For this reason, the use of financial ratios is common in the 
practice of bankruptcy forecasting, as the data of the annual accounts are publicly 
available to anyone. The scoring systems are based on objective factors and their 
analysis covers the whole area of the operation of businesses, thus providing a com-
prehensive picture of their management (Zéman-Hegedűs-Molnár 2018). 

Before the last third of the 20th century, there was no adequate IT background or 
advanced statistical methods that would have allowed the creation of accurate bank-
ruptcy prediction models, but even then, attempts were being made to find methods 
to predict the future of a company. At that time, they tried to compare different 
financial ratios of bankrupt companies and draw conclusions about the future of 
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businesses based on those (Virág-Kristóf 2006). in 1930, for example, the Bureau of 
Business Research compared 24 sets of financial ratios of 29 firms to determine what 
similarities could be observed across bankrupt businesses (Bellovary-Giacomino-Ak-
ers 2007). 

The first modern bankruptcy prediction model was created by Beaver in 1960. 
His work was based on a univariate discriminant analysis. The method consists of 
examining a financial ratio to decide whether a company can be classified as insol-
vent or as a survivor. His sample included 79 solvent and 79 insolvent companies. He 
examined 30 financial ratios and concluded that healthy and insolvent companies 
differ most in terms of Cash flow/Assets, Cash flow/Debt and Net sales/Debt (Virág 
2004). The most reliable result was achieved by using the Cash flow/Total assets 
ratio, with which it became possible to predict bankruptcy with 90% accuracy one 
year before the insolvency occurred (Virág-Kristóf 2006). However, the disadvantage 
of the univariate discriminant analysis is that it often leads to inconsistent results, 
with one financial ratio being used to judge a company as a survivor and another as 
a defaulter (Virág 2004).

Edward I. Altman published his model in 1968, which was based on multivariate 
discriminant analysis. The sample he used consisted of 33 insolvent and 33 solvent 
small and medium-sized companies, as large companies rarely went bankrupt at that 
time. He examined a total of 22 financial indicators, five of which he eventually in-
corporated into his model, which is a linear function analysis, weighting the five 
variables by objective ratios, the sum of which gives a “Z” value. By comparing the “Z” 
value to a specified cut-off point it may be determined whether the company should 
be classified as a survivor or bankrupt (Virág 2004).

Although the use of multivariate discriminant analysis was a pioneer in the meth-
odology, a problem in its application is that it requires that the variables be statisti-
cally independent, but there is often multicollinearity between financial indicators, 
which violates this requirement. In addition, it is important that the indicators fol-
low a normal distribution. This constraint is overcome by logistic regression-based 
bankruptcy forecasting, which does not require the variables to be normally distrib-
uted. The method fits a logistic regression function to the observations using the 
maximum likelihood method (Virág-Kristóf 2006). A bankruptcy model based on 
logistic regression was first used by Ohlson to predict bankruptcy.

The application of probit regression in bankruptcy forecasting started in the 
1980s, with Zmijewski being the first to build a model based on probit regression 
(Kristóf-Virág 2019). His sample included 800 solvent and 40 insolvent companies. 
The model uses three variables, the return on assets, the ratio of liabilities to assets 
and the liquidity ratio. It achieved an outstanding classification accuracy of 98% for 
the original sample (Zmijewski 1984). 

Decision trees were first applied to bankruptcy prediction by Frydman, Altman 
and Kao in 1985. The use of decision trees is extremely popular, as it does not require 
the statistical conditions discussed earlier to be met (Kristóf-Virág 2019). A popular 
decision tree based method is the recursive parsing algorithm. The method works 
with univariate separation, splitting the data into two steps to form tree branches. 
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The initial data set is a sample in which it is known in advance which companies 
belong to the solvent and insolvent categories. The procedure examines the varia-
bles one by one, building the tree along the variables with the most separating val-
ues in order to create the most homogeneous classes possible. By grouping the data 
in terms of the dependent variable, the method aims to minimise variance within 
groups and maximise variance between groups (Virág-Kristóf 2006).

Another popular method based on decision trees is Chi-squared automatic in-
teraction detection (CHAID). This procedure breaks down the set of values of the 
explanatory variable into intervals, then examines the class intervals by pair to de-
termine whether the class intervals and the classification of the companies in them 
(bankrupt or solvent) are independent of each other, and if they are, the two class in-
tervals are unified. The process continues as long as there remain only class intervals 
that are not statistically independent. As a result, the set of values of the explanatory 
variable is decomposed into class intervals (Nyitrai 2017). 

In the 1990s, artificial intelligence, including the use of neural networks in bank-
ruptcy prediction, came to the fore. Neural networks are parallel, distributed infor-
mation processing devices that operate on a hardware or software basis. Networks 
are made up of several interconnected neurons and, unlike the methods discussed 
earlier, they acquire their abilities by learning. The way neurons are connected is 
different for each network. Neurons consist of three main layers, the input layer, the 
intermediate layer and the output layer. Neural networks learn through examples, 
and sufficiently trained networks can be used to make predictions on other data 
(Kristóf 2005). This method was first used by Odom and Sharda to predict corporate 
insolvency. Their three-layer neural network model outperformed the classification 
accuracy of models built using previous methods. Models based on neural networks 
have evolved continuously since then and are still a popular method today (Kris-
tóf-Virág 2019). However, when used, the phenomenon of over-learning can be a 
problem. This means that the network does not learn the general problem during 
the learning process, but the specifics of the pattern on which it is built. In such 
cases, the model can no longer be used effectively on other databases. To avoid this 
problem, the database is usually divided into learning and testing databases. The net 
is trained and taught on the learning sample, and then tested to see how it performs 
on the previously unknown test sample. If the classification accuracy of the testing 
sample is similar to that of the learning sample, then the learning can be considered 
effective (Virág-Kristóf 2006). 

Neuro-fuzzy systems started to be used in the early 2000s to predict corporate 
insolvency, with classification accuracy that surpassed traditional neural network 
models (Kristóf-Virág 2019). As data mining methods continue to improve, more 
accurate results are being achieved, but machine learning techniques have been 
hit by a number of hiccups. One of the criticisms is the black box problem, i.e. that 
only the inputs to the model and the outputs of the calculation are known at the 
time of modelling, but not the proportion of each variable in the model. Another 
problem is that the statistical significance of the variables cannot be tested (Nyitrai 
2014).
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It can therefore be seen that since the beginning of bankruptcy prediction, a wide 
variety of methods have been used in this area. Du Jardin (2010) estimates that in 
total more than fifty different methods have been published using more than five 
hundred different financial variables (Nyitrai 2017). The five most popular methods 
were the multivariate discriminant analysis, logistic regression, neural network, 
contingent claims analysis, and univariate analysis (Kiss-Kosztopulosz-Szládek 2021).

Due to the high number of techniques that can be applied, research is nowadays 
focused on improving existing methods (Nyitrai 2015). In line with this, one of the 
objectives of our research is to investigate which of several options for handling out-
liers results in higher classification accuracy.

The sample and methodology

The sample used for our study is a large sample of 1677 construction companies. Of 
the businesses in the sample, 1,293 are still active and 384 are in liquidation, showing 
that in reality solvent businesses represent a larger share of the economy than those 
that are going bankrupt. The data source is the Crefoport database.

The state of the construction industry in Hungary

The construction industry comprises three sectors: companies engaged in the con-
struction of buildings (TEÁOR 41), construction of other structures (TEÁOR 42) and 
specialised construction (TEÁOR 43) can be classified as construction enterprises 
(KSH 2021/a).

Construction is a key industry in the national economy. In 2021, the three sectors 
accounted for 6.3% of gross value added. The importance of the industry is indicated 
by the fact that 7% of registered enterprises are construction enterprises and 8% of 
the employed work in the industry. The economic downturn caused by the coro-
navirus epidemic also had an impact on the construction sector, with production 
volumes in 2020 down significantly compared to 2019, but up 13% in 2021 compared 
to the previous year (KSH 2021/a).

The construction sector is considered particularly risky because of the high levels 
of chain debt in the industry (Limpek-Kosztopulosz-Balogh 2016). For this reason, 
the failure of one business can set off a chain reaction between business partners. 

The sample includes enterprises that are still active,  employed at least 5 people 
in the survey period and have been in operation since at least 2013, i.e. for at least 
9 years. This is because well-run, solvent firms often have a similar financial struc-
ture to bankrupt firms in the first few years of operation, which can be distorting 
in research (du Jardin 2010). A total of 1,293 viable businesses were included in the 
sample. 

The sample included 384 companies that are currently in liquidation. These are 
companies whose annual accounts were available for at least 3 years before the bank-
ruptcy.
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The sample was randomly divided into a learning sample and a test sample. We 
created the models using the learning sample. This database contained a total of 1188 
active and 339 bankrupt businesses. The test sample was used to check the perfor-
mance of the models for independent enterprises. This sample included 105 surviv-
ing and 45 bankrupt businesses.  

Methodology

In our study we used the method of logistic regression. The reason is that some esti-
mates suggest that 95% of lender scorecards are based on this method (Nyitrai-Virág 
2017). Logistic regression is a good way of relating explanatory variables to the prob-
ability of a binary response. The outcome variable is a dummy variable representing 
the solvent or insolvent categories in the case of a corporate bankruptcy forecast. 
The process involves fitting a logistic regression function to the observations us-
ing the maximum likelihood method. By weighting the independent variables, we 
obtain a ‘Z’ value, which expresses the probability of companies going bankrupt 
(Virág-Kristóf 2006).

The logistic regression formula can be written as follows:

 (Virág–Kristóf 2006)

The big advantage of the method is that it does not require a normal distribution of 
variables and matching covariance matrices in the two classes. Another advantage is 
that the heteroskedasticity between variables distorts the results only slightly, so the 
variables under study do not need to be subjected to complex mathematical trans-
formations (Rácz-Tóth 2021). When using this method, it is important to reduce 
the number of variables in a reasonable way. This is most often done by backward 
elimination. The method leaves out the less significant variables of the model one 
by one. After dropping a variable, it always recalculates the regression coefficients 
and p-values until only sufficiently significant variables remain. The final model is 
constructed taking collinearity, significance and classification accuracy together into 
account. After defining the regression parameters, an important step is to determine 
the cut-off value. This is the value of the dependent variable of the function against 
which companies can be classified either as bankrupt or solvent (Virág-Kristóf 2006).

The disadvantage of the procedure is that it is sensitive to outliers, which are 
common among financial indicators, especially in the case of bankrupt companies. 
For this reason, it is important to manage database outliers prior to research (Nyitrai 
2017).
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Development of a model for predicting bankruptcy of con-
struction companies in Hungary

One of the aims of our study is to compare the impact of several possible treatments 
of outliers on classification accuracy. 

Variables tested during model building

We have included in our model the financial indicators most commonly found in 
the academic literature. Table 1 shows the indicators examined and how they are 
calculated.

table 1: The indicators examined and the way they are calculated

Indicator Method of calculation
X1 Liquidity ratio Current assets / Current liabilities
X2 Liquidity quick ratio (Current assets - Inventories) / Current liabilities
X3 Cash flow / Liabilities (Profit after tax + Depreciation) / Liabilities

X4 Cash flow / Current liabilities (Profit after tax + Depreciation and amortisation) 
/ Current liabilities

X5 Capital adequacy (Fixed assets + Inventories) / Equity
X6 Current assets ratio Current assets / Balance sheet total
X7 Turnover of assets Net sales / Balance sheet total
X8 Turnover of inventories Net sales / Inventories
X9 Turnover of receivables Receivables / Net sales revenue
X10 Indebtedness Liabilities / Balance sheet total
X11 Equity ratio Equity / Balance sheet total
X12 Return on assets Profit after tax / Equity
X13 Creditworthiness Liabilities / Equity
X14 Return on sales Profit after tax / Net sales revenue
X15 Return on assets Profit after tax / Balance sheet total

X16
Receivables / Current liabili-
ties Receivables / Current liabilities

X17 Net working capital ratio (Current assets - Current liabilities) / Balance 
sheet total

X18 Company size Natural logarithm of assets

X19
Ratio of fixed assets covered 
by long-term liabilities Long-term liabilities / Fixed assets

Source: own editing
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When logistic regression is used, multicollinearity between variables can be a prob-
lem, so this needs to be investigated before setting up the model (Kristóf 2005). To 
filter out multicollinearity between variables, the variance inflation factor (VIF) was 
used. The VIF value of a variable is obtained from the corresponding diagonal val-
ue of the inverse of the correlation matrix, the index that estimates the extent to 
which the variance of the regression coefficients increases due to multicollinearity 
(Vörösmarty-Dobos 2020). There is no consensus in the literature as to the value of 
the VIF above which multicollinearity exists. The most commonly used cut-off value 
is 5, so no variable with a VIF value greater than 5 was included in the final model.

The completed models

In total, three models were created during the research. A model was constructed 
without handling the outliers, followed by the construction of the models with the 
outliers. There is no consensus inTHE academic literature as to what constitutes 
outlier data. Often, statistical rules of thumb are used to define outliers, where val-
ues that fall outside a range of standard deviations are considered outliers. The prob-
lem with this approach, however, is that the variance of the variables changes after 
the outliers have been treated, so indicators that were not outliers before are now 
considered outliers when the new variance is used. The check with the newly de-
fined standard deviations should be continued until no new outliers are found after 
the change in standard deviation (Nyitrai-Virág 2017). For this reason, in our study, 
we used the built-in SPSS function to determine the outliers for the sample.

There is also no single agreed method for dealing with outliers among research-
ers. There are two procedures that are most commonly used. Outlier data can be 
treated by replacing the value that is considered an outlier with the closest value 
that is no longer an outlier (Nyitrai-Virág 2017). Another method is to leave out ob-
servations with outliers from the sample (Nyitrai 2017). In this study, we use both 
methods and compare their effectiveness.

The data in Table 2 show that 1 year before the bankruptcy, the model obtained 
by deleting the outliers in the learning sample classified the items in the sample 
with the highest classification accuracy. The model accurately classified 85.73% of 
surviving models and 82.32% of bankrupt firms, achieving a classification accuracy of 
85.21% for the total sample. It can be seen that as the time horizon expands, all three 
models become less predictive of bankruptcy. 3 years before bankruptcy, the model 
without treatment of outliers has an accuracy of 67.42%, the model with replace-
ment of outliers has an accuracy of 58.7% and the model with deletion of outliers has 
an accuracy of 49.75% among insolvent firms.



98 STUDIES PUBLIC FINANCE QUARTERLY, 2023/3

table 2: Classification accuracy of the models produced
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survivor 907 281 76,34 874 313 73,63 801 387 67,42

bankrupt 261 78 76,99 245 95 72,06 260 79 76,70

Total 1168 359 76,48 1119 408 73,29 1026 461 69,48
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rs survivor 967 221 81,40 942 245 79,36 911 277 76,68

bankrupt 265 74 78,17 226 114 66,47 199 140 58,70

Total 1232 295 80,68 1168 359 76,49 1110 417 72,69
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survivor 937 156 85,73 901 192 82,43 800 293 73,19

bankrupt 163 35 82,32 140 58 70,71 99 100 49,75

1100 191 85,21 1041 250 80,64 899 392 69,64

Source: own editing

Determining the cut-off values for the models

The sample did not contain solvent and insolvent businesses in equal proportions: of 
the companies surveyed, 1,188 are active and 339 are in liquidation. This reflects the 
fact that surviving businesses also make up a larger share of the economy than those 
that go bankrupt. When constructing bankruptcy prediction models, it is common 
practice to assign a cut-off value to the model that will result in the maximum clas-
sification accuracy. However, this procedure can only be used if the sample tested 
includes 50-50% of bankrupt and surviving businesses.

A good example of this is the model obtained without handling outliers. The 
maximum classification accuracy for the full sample would be obtained with a cut-
off value of 0.55, in which case 86% of the companies in the sample would be correctly 
classified. The model correctly classifies 97% of the surviving businesses at this cut-
off value. However, the proportion of correctly classified businesses among bankrupt 
enterprises is only 37.09% (Figure 1).  When choosing the optimal cut-off values, it 
may not be appropriate to choose the value that maximizes the overall classifica-
tion accuracy. If the primary objective is to minimise the overall error rate, a cut-off 
value is defined that classifies the active enterprises with the highest accuracy, but 
does not take into account the classification accuracy of insolvent enterprises with 
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a lower proportion in the sample. This may lead to an increase in the proportion of 
first-order errors, so businesses that actually fail would be classified as survivors. As 
the primary users of bankruptcy prediction models are banks, this phenomenon can 
cause significant damage (Virág 2004). If a bank lends to a business that is assumed 
to be a survivor under the model, but is in fact about to go bankrupt, it may lose the 
capital it has lent and any interest income. Of course, the bank also suffers losses in 
the presence of second-order errors (i.e. when it misclassifies a firm that is actually 
surviving as bankrupt) because it loses profit, but higher rates of first-order errors 
cause greater disruption to bank operations (Zavgren 1985).

figure 1: Classification accuracy of the model without outliers with different cut-
off values

Source: own editing

Nor can we rely on choosing a cut-off value that minimises first-order errors, since 
in this case the proportion of second-order errors may increase. For the model ob-
tained without replacing outliers, the highest classification accuracy of 95.55% is 
achieved for bankrupt companies with a cut-off value of 0.05. In this case, however, 
the hit rate for surviving firms is only 25.34%.

When determining the optimal cut-off, a value should therefore be chosen that 
results in a sufficiently high classification accuracy, while keeping first-order errors 
low. For banks, this choice may depend on the level of default risk that the financial 
institution is willing to take in its loan portfolio.
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Comparison of the completed models

The models were first compared on the basis of the cumulative rating accuracy curve 
(ROC). The ROC curve shows how well the classification values determined by the 
model correspond to the original classification at different cut-off values. The value 
of the curve should be compared to a 45° line, the more the curve diverges from the 
line, i.e. the larger the area under the curve, the more accurate the model (Virág-Kris-
tóf 2009). The area under the ROC curve is 83.5% for the model without outliers, 
but higher at 85.2% for the model with the replacement of outliers. For the model 
with outliers removed, the area under the ROC is 90.8%, so the model classifies a 
randomly selected enterprise from the sample with an accuracy of 90.8% (Figure 2). 
Based on the ROC curves, the model obtained by removing the outliers seems to be 
the most appropriate.

figure 2: ROC curves of the models produced

Source: own editing

For bankruptcy models, it is important that they not only work on the training sam-
ple with high classification accuracy, but are also suitable for predicting the bank-
ruptcy of independent businesses, so the resulting models were also tested on an 
independent test sample. This sample includes 150 construction firms, of which 45 
are in liquidation and 105 are operational and solvent.

Table 3 presents the classification accuracy of the obtained bankruptcy prediction 
models for the learning and test samples. The table shows that for the test sample, 
the model without handling outliers was the model with the lowest classification 
accuracy.
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table 3: Accuracy of the built bankruptcy prediction models for the test and learn-
ing samples

   
Classification 
of surviving 

businesses, %

Classification 
of bankrupt 

businesses, %

Accuracy 
of the total 
sample, %

Without handling 
the outliers

Learning sample 76,34 76,99 76,44
Test sample 81,95 71,11 80,00

Replacing 
outliers

Learning sample 81,40 78,17 80,68
Test sample 88,78 73,33 86,00

Deleting outliers
Learning sample 85,73 82,32 85,21
Test sample 88,78 68,89 85,20

Source: own editing

The classification accuracy of the model obtained by excluding businesses with out-
lier data from the sample outperforms the predictive ability of the other two models 
on the learning sample. However, the test sample had lower accuracy for bankrupt 
businesses than the other two models, so the proportion of first-order errors is high-
er. This is because the outliers are mostly found in bankrupt businesses, with 42% of 
the insolvent businesses in the original learning sample having some kind of outlier 
and being excluded from the sample. The exclusion of these businesses from the 
sample caused a strong loss of information and data, which was not used in the mod-
el, and therefore, although the model classified the insolvent firms in the learning 
sample with an outstanding accuracy of 82.32%, it was much less efficient in the test 
sample: it classified the insolvent part of the test sample with a 68.89% hit rate for 
bankrupt firms.

All this confirms the claim that when building a bankruptcy prediction model 
based on logistic regression, it is important to prepare the data thoroughly and to 
handle outliers. The best model for predicting bankruptcy of construction firms in 
Hungary based on logistic regression is one that is constructed by replacing the out-
liers.

Summary

Financial institutions most often use the logistic regression method to produce cred-
it scorecards. In our study, we used logistic regression to construct three bankrupt-
cy prediction models to investigate how much the accuracy of the outlier-sensitive 
method is improved by treating the sample outliers before modelling, and whether 
the method of deleting outliers or replacing outliers with the closest values that are 
no longer outliers can achieve higher classification accuracy. In our study, we also 
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examined the basis of the choice of a cut-off point for a sample that does not contain 
solvent and insolvent firms in equal proportions. 

The completed models showed that the handling of outliers significantly im-
proves the predictive ability of the models, and that replacing outliers with the clos-
est non-outlier value proved to be more effective for handling outliers. 

When determining cut-off values, the value that gives the highest classification 
accuracy is not the most appropriate, as it takes into account the hit rate of the sur-
viving businesses included in the sample with a higher proportion, which can lead to 
a high first-order error rate. This is detrimental to the primary users of bankruptcy 
prediction models, i.e. banks, and it is therefore advisable to define a cut-off value 
that results in a sufficiently high classification accuracy while keeping the first-order 
errors low. The optimisation of this value may depend on the degree of credit risk 
taken by a given financial institution in its portfolio of loans. An interesting future 
research opportunity could be to examine the factors that banks use to determine 
the cut-off value in their portfolios. ■
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