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A B S T R A C T   

Progress in automation has resulted in a growing number of autonomous vehicles (AVs). How
ever, demographic and social differences behind the acceptance of AV technology are an 
emerging topic in the East-Central European region. These countries (e.g., Poland, Slovakia, 
Romania) move on a similar technological development path, and the social and economic 
conditions are alike; thus, Hungary represents this region well. This study contributes to fill this 
niche. We used quantitative research methods (factor analysis, Kruskal-Wallis H test, Pearson- 
correlation) to analyze with a snowball (non-probability) sampling. The Hungarian respondents 
(N=949) selected in the sample were interviewed through a face-to-face and online quantitative 
questionnaire. The results show that gender and age influence mostly the acceptance; residence 
and occupation have only partial influence. The propensity to take risks is significantly differ
entiated in almost all demographic segments. The results facilitate differentiation of users based 
on their demographic characteristics in AV adoption. Furthermore, the integration of risk pro
pensity into the analysis helps to identify which potential user groups are more likely to overcome 
any fears of novelty or which clusters are more likely to adopt the current framework of safe 
transport without driver control. The outcomes are of interest to engineers, manufacturers and 
policy-makers who can adapt their products, services and taking measures to meet the mobility 
needs of potential users and introduce effective incentives to increase public acceptance of AVs.   

1. Introduction 

The term ‘mobility’ covers several types of human movements with different frequency, distance, and motivations (Muir et al., 
2014; Vance et al., 2016). In our research we focused on a transportation-related interpretation, namely the relatively frequent 
movement of people over relatively short distances. In this context, we considered the following interpretation of mobility: trans
portation processes derived from spatial attributes of human needs (toward material goods, intellectual properties, and services) and 
activities. It covers the movement of people and information, such as passenger transportation and information communication 
processes. In passenger transportation, vehicles and their operation are increasingly automatized. Accordingly, we turned our 
attention to autonomous vehicles (AVs) and the demographic and social differences of their acceptance. 

AVs, or driverless or self-driving vehicles, are not controlled by a human controller but by a robotic system (Paden et al., 2016). We 

* Corresponding author. 
E-mail address: laszlo.kokeny2@uni-corvinus.hu (L. Kökény).  
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are not talking about automatic but rather self-driving technology; automatic systems are usually applied in the case of fixed-track 
transport (Miskolczi et al., 2021). AV technology is developing rapidly. Several levels of automation can be distinguished (Kaur 
and Rampersad, 2018). According to the Society of Automotive Engineers (Society of Automotive Engineers (SAE), 2018), there are 
vehicles with conditional automation (Level 3), high automation (Level 4), and full automation (Level 5). Previous studies have 
examined the topic of automation in the context of technology acceptance models (Payre et al., 2014; Nees, 2016; Chen and Yan, 2019; 
Jászberényi et al., 2022; Kenesei et al., 2022); however, the impact of demographic variables on AV technology acceptance has been 
still promising research area and the transportation engineering implications have been a research niche. 

It is becoming increasingly important to learn about the barriers that can hinder consumer acceptance of self-driving technology 
(Kyriakidis et al., 2015; Io et al., 2022; Krizsik and Sipos, 2023). These may be related to infrastructural, economic, or social elements. 
We focus on the latter, where we not only examine lifestyle and attitude factors (risk, perceived simplicity, trust, intention, etc.) but 
also try to find the characteristics of each segment based on its sociodemographic background. It is not just a question of how one factor 
relates to another or the degree of security perception, privacy risk, risk-taking, and perceived simplicity that should be addressed 
(Fagnant and Kockelman, 2015), but also which factors are more different according to the sociodemographic characteristics of in
dividuals. Individual situations and conditions are also different, within the framework of which the consumer will decide on the use of 
the technology. Some authors have proposed that moderating variables, such as gender, age, driving experience, and voluntary use, 
could be incorporated in future studies (Osswald et al., 2012; Nastjuk et al., 2020). Technology acceptance is a very complex issue; it is 
influenced by many factors, such as attitude; perception; motivation, preference, demographics, mobility needs, relevant business 
models, and social, cultural, economic, and political environments (Milakis et al., 2017; Li et al., 2023). 

Our research topic is especially relevant in the East-Central European region (e.g., Poland, Slovakia, Czech Republic, Romania), 
where the automotive industry’s share within the entire economy is significant (around 10% of GDP), and thus, these countries’ 
economic success depends on it (RSM Global, 2023). The automotive and related industries have significantly developed in these 
countries in the last decades. There were and are several investments in car manufactories by European and Asian investors (e.g., 
France, Germany, Japan, China). In many cases, these countries compete with each other for investors. More and more research and 
innovation actions are now associated with production and assembly processes. Hungary represents the East-Central European region 
well because the trends in the automotive industry and the socioeconomic processes are similar in the mentioned countries. 

In Hungary, several initiatives have boosted research, development, and innovation. The so-called national laboratories manage 
and support the most relevant research activities in this field (Autonomous Systems National Laboratory, 2023). Besides, the ZalaZONE 
test track (ZalaZONE, 2023) has been established in the last few years to attract companies, universities, and research labs from all over 
the world, especially Europe, to test their innovative solutions. 

The key motorization indicators in Hungary provided by the Central Statistical Office (KSH – Hungarian Central Statistical Office, 
2023) also confirm the topic’s relevance. The motorization rate has recently exceeded 400 passenger cars/1000 inhabitants and shows 
an accelerated rate. The average age of cars is already above 15 years in early 2024, which is also increasing. Besides, worrying social 
processes can be observed; the population is decreasing (10 million inhabitants in 1980 while 9.7 million inhabitants in 2023) and 
ageing (average age is 36.2 years in 1980 and 43.2 years in 2023) simultaneously. Accordingly, accepting and using AVs could be an 
efficient solution for the mentioned worrisome trends. Thus, the mobility of older people and the high age of cars can also be solved. 

Based on this approach, our research examined the sociodemographic differences in the main factors most encountered when using 
an AV. We examined perceived ease of use, intention to use, perceived safety risk, perceived privacy risk, and risk aversion (as an 
inverse factor of risk propensity). Along these factors, we examined differences by gender, age, occupation, education, and place of 
residence. 

The research questions are as follows:  

1. Do gender and age as variables show a significant relationship with the examined factors?  
2. Which factors are affected by educational background, place of residence, and occupation? 

We consider and study a future mobility system where predominantly AVs with the highest automation level (SAE5) are used as 
private cars or in public mobility services. However, SAE 3/4/5 will co-exist with only a few vehicles today. Accordingly, the re
spondents participating in the survey answered the questions based on their current knowledge about AVs with the highest automation 
level, regardless of whether these vehicles are ready for implementation. Their stated preferences were investigated, and the state
ments about the envisaged future mobility system when the SAE5 level becomes a reality (Krizsik and Sipos, 2023). 

To motivate travelers to use AVs and AV-based mobility services, it is necessary to understand their attitudes and concerns by 
revealing deeper correspondences (Lukovics et al., 2023). Public or ‘user’ acceptance is a crucial factor for the successful imple
mentation of AV-based services and, potentially, a more significant barrier than the novelty of the technology to the adoption of AVs. 
Many of the benefits depend on the critical mass of a product or service. The future mobility system elements and their capacities 
should be determined according to the demands. Travel demand primarily derives from social and economic structures and land use. 
Their alteration influences the volume and spatial-temporal attributes of the demand and the modal-share among transportation 
modes. If the transportation system cannot provide a satisfactory service (in terms of both quantitative and qualitative aspects), some 
mobility needs do not appear as travel demands. 

The rest of this paper is organized as follows: In Section 2, we present the theoretical background. In Section 3, we introduce the 
research methodology with measurements and data analysis steps and present and discuss the results, along with their limitations. In 
Section 4, we summarize the transportation engineering implications. In Section 5, we discuss the results. Section 6 concludes and 
summarizes the key findings and the future research directions. 
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2. Theoretical framework 

Perceived usefulness and perceived ease of use are the main factors in the acceptance of new technologies (Chen, 2019). Perceived 
use is derived from the Technology Acceptance Model (TAM) and expresses the extent to which a technology improves operation or 
performance (Venkatesh and Davis, 2000; Venkatesh et al., 2003). Perceived ease of use expresses the degree of decrease in required 
effort when the technology is used (Davis et al., 1989). Zhang et al. (2019) assessed how new technology is beneficial. Its interpretation 
is very close to the performance expectancy factor that appeared in the Unified Theory of Acceptance and Use of Technology (UTAUT) 
model. Perceived ease of use refers to how much physical and/or mental effort is required to use the new technology and how easy it is 
to understand how to use it (Venkatesh and Davis, 2000; Venkatesh et al., 2003 Acheampong and Cugurullo, 2019). Featherman and 
Pavlou (2003) defined perceived ease of use as the level of effort decrease that is expected by a user. At the same time, the factor can be 
interpreted as the opposite of perceived difficulty (Chen, 2019). Perceived ease of use is interpreted as the convenience of using the 
technology (Amin et al., 2014). In the Theory of Planned Behavior (TPB) model, the perceived behavioral control (Ajzen, 1991) and 
effort expectancy factors in UTAUT (Venkatesh et al., 2003; Xu et al., 2018) have a similar sense, meaning the degree of ease of use of 
the technology (Oh and Yoon, 2014). 

Behavioral intention has a direct impact on the actual use of technology (i.e., it shows how much an individual will use the 
technology). It is a measure of the strength of one’s intention to perform a focused behavior (Al-Emran and Granić, 2021). This 
definition is also used by the Theory of Reasoned Action (TRA) model and TAM (Oh and Yoon, 2014). TAM highlights the stable 
relationship between behavioral intention and attitude, which suggests that those who are positive about new technologies also have a 
stronger behavioral intention to use them (Zhang et al., 2019). Behavior theory also confirms that behavior is preceded by intention 
and that behavioral intention is linked to three factors: attitude toward behavior, perceived behavioral control, and subjective norm 
(Acheampong and Cugurullo, 2019). 

Risk propensity mostly refers to a person’s risk aversion or intention (Cho and Lee, 2006). Early authors tended to link the levels of 
risk-taking to personality type (Fischhoff et al., 1981), but later in the 1990 s, it was more closely linked to individual behavior (Sitkin 
and Pablo, 1992; Taylor et al., 1996). Risk propensity is the level of risk-taking an individual considers to be useful to maximize the 
chances of gaining a potential benefit (Kusumasondjaja, 2015). This is related to the fact that the more likely a person is to take risks, 
the less likely they are to perceive a risk (Cho and Lee, 2006). This is why it is sometimes a problem that company managers and CEOs 
tend to be more risk-taking, which can lead to the company falling into over-risk-taking (Boustanifar et al., 2022). Individuals perceive 
the risk of a given situation differently, a perception that can significantly determine their risk-taking intention (Baz et al., 1999). This 
perception determines whether a given risk is considered too high or acceptable by the subjects. This disposition can influence risk 
perception because it can induce bias or relativization (Brockhaus, 1980). It is all a matter of weighing who gives what probability to 
positive and negative outcomes (Wang et al., 2015). However, Wang et al. (2015) showed that increased risk-taking intention de
creases the degree of risk perception. The degree of risk-taking also depends on trustworthiness, i.e. the more trustworthy something is, 
the more likely individuals are to take risks (Alarcon and Jessup, 2023). 

In classical decision theory, risk is generally seen as a risk that reflects the probability and distribution of subjective values of 
possible outcomes (Mitchell, 1999). Bauer (1960, 1967, 24) first mentioned perceived risk as a factor that influences customer 
decision-making, which he defined as follows: “Consumer behavior is a risk in the sense that any action by a consumer will result in 
consequences that (s)he cannot predict with some approximate certainty, some of which are likely to be unpleasant”. 

Perceived fears and anxieties as latent variables are relevant to safety for prospective users (Acheampong and Cugurullo, 2019). 
Safety risk is most typical for AV passengers and other road users. Security risk is the most common cause of anxiety regarding the use 
of AVs (Zmud et al., 2016); it is primarily the risk of system and equipment failure (Zhang et al., 2019). Osswald et al. (2012) link 
behavioral anxiety to the operation of the system, as the passenger in the AV might lose control of the car. Safety risk indicates 
possibilities that the product could malfunction or work improperly, thereby failing to achieve the expected benefits (Grewal et al., 
1994; Featherman and Pavlou, 2003), so it is closely tied to performance. Osswald et al. (2012) also approached the concept from the 
perspective of perceived safety, which is the individual’s perception of the use of the system, i.e., their own driving abilities and 
feelings of safety vis-à-vis other drivers. 

Perceived privacy risk is associated with losing control of personal data. That occurs when personal information is used and/or 
shared without permission (Featherman and Pavlou, 2003); when it is passed on to government, vehicle developers, insurance 
companies, or third parties without prior notice or consent from users; or when the data is used negatively against users (Zhang et al., 
2019). 

We considered the following sociodemographic variables:  

• Gender  
• Age  
• Educational background  
• Occupation  
• Residence 

We summarize the main contributions from the literature alongside the sociodemographic variables. 
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2.1. Differences based on gender 

Gender as a demographic variable in connection with technology acceptance appears in most research, but its moderating effect is 
considered only in a few cases. Although the original TAM did not include gender as a variable, TAM 2 showed that perceived use
fulness was outstanding for men, and perceived ease of use was outstanding for women (Venkatesh et al., 2003). Zhang et al. (2019) 
examined the acceptance of Level 3 AVs and found that men are more positive toward perceived usefulness and perceived ease of use. 
Acheampong and Cugurullo (2019) also confirmed that men perceived more benefits of AVs. 

The UTAUT model supports the fact that performance expectancy does not determine behavioral intention; namely, the effect of 
performance expectancy is stronger for men. The effect of effort expectancy on behavioral intention is more observable for women 
(Venkatesh et al., 2003). Gender as a variable has a significant relationship to willingness to travel by AVs with men being more open to 
it (Alessandrini et al., 2014; Dong et al., 2019). In relation to robot technology, (Hudson et al., 2016) stated that men’s attitude is more 
positive. Bansal et al. (2016) examined attitudes toward the use of automation technologies and acceptance of the use of shared AVs 
and found that men have a more positive attitude toward AVs. According to Saeed et al. (2020) women are less likely to adopt AVs than 
men. The fact that women (Plaut, 2006; Van Acker and Witlox, 2010) spend substantially less time in a car also leads to a gender gap. 
Payre et al. (2014) found that men are more in favor of AVs than women. 

In risk-related research, Byrnes et al. (1999) found that women are more prone to risk aversion. Meertens and Lion (2008) also 
found a significant difference in risk propensity; namely, male students have a higher risk propensity. Some attribute the risk-taking 
attitude more to men (Czerwonka, 2019) or to certain cultures where the distance from power may moderate risk-taking (Antoncic 
et al., 2018; Syahrivar et al., 2021). Schoettle and Sivak (2014) found that men have a more favorable attitude; they consider AVs safer 
and more prominently perceive the benefits of reduced emissions and fuel consumption. Meanwhile, women are concerned about 
equipment failure, the proper handling of unforeseen situations, legal liability, and privacy issues. Men generally perceive fewer risks 
in new technologies (Hudson and Orviska, 2011; Zhu et al., 2022). The study by Acheampong and Cugurullo (2019) suggests that 
women are more skeptical about the benefits of technological development than men, and that women perceive a higher safety risk in 
AVs, making them less likely to adopt AVs. Safety is more important for women (Koul and Eydaghi, 2020). 

H1a: Perceived ease of use for AVs is higher for men. 
H1b: Intention to use AVs is higher for men. 
H1c: Risk propensity for AVs is higher for men. 
H1d: Risk perception (safety and privacy) of AVs is higher for women. 

2.2. Differences based on age 

Several studies support that perceived usefulness and perceived ease of use negatively correlate with age. The older (X generations 
or Baby boomers) someone is, the less useful they find the technology and its use (Yang et al., 2013). We can describe them as late 
adopters of AV technology (Ruggeri et al. 2018). Young people are more positive about perceived use and better perceive the benefits 
of AV usage (Acheampong and Cugurullo, 2019; Zhang et al., 2019). As the perception of expected benefits decreases with age, the 
advantages of AVs, such as engaging in other leisurely or active activities while traveling, become less important for users. 

Attitude toward behavior is more prominent among young employees (Venkatesh and Davis, 2000). The UTAUT model supports 
that age also determines behavioral intention in performance expectancy, and the effect of performance expectancy is stronger in the 
case of young people. The effect of effort expectancy on behavioral intention is more observable for older (X generations or Baby 
boomers) employees (Venkatesh et al., 2003). Age is significantly associated with a willingness to travel (Dong et al., 2019). Younger 
(Z or Y generations) people are more open to travel by autonomous buses; meanwhile, elderly people are more dismissive of the 
subject. Older people with a certain educational background are less accepting of the use of robot technology (Hudson et al., 2016). 
Young people are more open and more willing to use shared AVs (Haboucha et al., 2017). Older (X generations or Baby boomers) 
people are fundamentally less interested in autonomous technologies, because they are generally concerned about learning to use new 
technologies (Bansal et al., 2016). Nomura et al. (2009) also found that a negative attitude toward the acceptance of new technologies 
increases with age. As older people spend significantly less time in a car (Schwanen et al., 2004), this also affects their intention to use 
AVs. 

There is a significant association between age and risk tolerance; young people are more tolerant of risks (Mandal and Roe, 2014; 
Schoettle and Sivak, 2014). We can also see that younger (Z or Y generations) people have lower risk perception on the road generally 
(Rhodes and Pivik, 2011; Hassan and Abdel-Aty, 2013; Laiou et al., 2021). Although young people have less knowledge about genetic 
engineering, older (X generations or Baby boomers) people are more likely to perceive safety risks (Hudson and Orviska, 2011). 

H2a. Perceived ease of use for AVs is higher for younger people (Z or Y generations). 

H2b. Intention to use AVs is higher for younger people (Z or Y generations). 

H2c: Risk propensity for AVs is higher for younger people (Z or Y generations). 
H2d: Risk perception (safety and privacy) of AVs is higher for older people (X generations or Baby boomers). 

2.3. Differences based on educational background 

Several studies show that perceived usefulness and perceived ease of use positively correlate with educational background; the 
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higher their education, the more useful they find the technology and its use (Acheampong and Cugurullo, 2019). The negative trend of 
those with lower education toward perceived ease of use is significant (i.e., the use of AVs is considered increasingly simple with the 
increase in education [Zhang et al., 2019]). A higher level of education also has a positive effect on perceived benefits and perceived 
ease of use (Acheampong and Cugurullo, 2019). 

Knowledge of the technology strengthens willingness to travel by autonomous buses (Dong et al., 2019). People with higher ed
ucation are more open and more willing to use shared AVs (Haboucha et al., 2017), and those with technological knowledge have a 
more positive attitude toward AVs (Bansal et al., 2016). Educational background in the context of science and technology has a positive 
effect on acceptance (Nomura et al., 2009). The risk aversion rate is also lower for those with higher educational background (Liu et al., 
2022). Higher (tertiary) education has a positive correlation with attitudes toward technology (Acheampong and Cugurullo, 2019). 
People with higher education perceive less risk in new technologies (Hudson and Orviska, 2011; Liu et al., 2022; Al-Emran and 
Griffy-Brown, 2023). 

H3a. Perceived ease of use for AVs is higher for higher educated people. 

H3b. Intention to use AVs is higher for higher educated people. 

H3c. Risk propensity for AVs is higher for higher educated people. 

H3d. Risk perception (safety and privacy) of AVs is higher for lower educated people. 

2.4. Differences based on occupation and residence 

People with higher income and living in cities prefer to use AVs as an alternative means of transport (Bansal et al., 2016), because 
this opportunity can be easy to use for them (Yap et al., 2016). Consequently, individuals from such backgrounds are also at lower risk 
of being perceived (Kenesei et al., 2022). The introduction of a new technology tends to be riskier for those living in rural areas, as in 
many cases, its positive impact is felt only later (Hudson and Orviska, 2011). 

Students are more open and more willing to use shared AVs (Haboucha et al., 2017; Arpaci et al., 2023). Furthermore, better social 
status (employment position, higher income, education) can also make take more risks (Deb et al., 2017). In general, employees and 
students also perceive the use of technology as easier (Al-Emran et al., 2021; Arpaci et al., 2023). Retirees are included in the group of 
people without work (and therefore we do not use the term ‘unemployment’ in a general sense, but refer to people without work) in our 
research, so based on the previous findings related to age, it can be assumed that people without work (also due to the higher average 
age) perceive a higher risk (Liu et al., 2022). 

H4a. Perceived ease of use for AVs is higher for city residents. 

H4b. Intention to use AVs is higher for city residents. 

H4c. Risk propensity for AVs is higher for city residents. 

H4d. Risk perception (safety and privacy) of AVs is higher for rural residents. 

H5a: Perceived ease of use for AVs is higher for employees and students. 
H5b: Intention to use AVs is higher for employees and students. 
H5c: Risk propensity for AVs is higher for employees and students. 
H5d: Risk perception (safety and privacy) of AVs is higher for people without work. 
Overall, most appear to have found significant differences based on gender and age for several of the factors we also examined 

(Table A1). Furthermore, employment status and education are also somewhat decisive. We have identified three main research gaps 
during the literature synthesis. In most of the literature reviewed, demographic differences have been a subsidiary finding; deeper 
analysis, which primarily focuses on demographic differences, is a research gap. On the other hand, the opinion of Hungarians on 
autonomous vehicles is also a promising research area in the literature. Finally, both the core factors associated with TAM (perceived 
ease of use, intention to use AVs) and risk perception and associated sub-factors (risk propensity, perceived safety risk and perceived 
privacy risk) have also not been addressed in the AV literature mainly focusing on demographic differences. Our research seeks to fill 
these niches. 

3. Methods 

We used the online questionnaire with the Computer Assisted Web Interview (CAWI) technique for the analysis. Participation was 
voluntary in this research, so there was no fee or gift for valid responses. We want to reach a large sample for our research cost- 
efficiently. We used the Qualtrics system for data gathering because, in this software, the respondent can continue the question
naire after a more extended break, too. We want to obtain a large sample to conduct the most robust statistical tests of relationships 
between the main demographic variables that answer our primary objectives and questions. With the online questionnaire, we can be 
relatively cost efficient and sustainable, and we can generate easily accessible data. We followed our ethical rules regarding the data- 
gathering process. 

We used Pearson correlation, as well as multivariate non-parametric tests (Kruskal-Wallis test) with quantitative research analysis. 
We collected more than 1000 respondents with snowball sampling technic; but, at the end we had 949 valid responses. We filtered out 
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Table 1 
Factors, statements used to assess them, and sources.  

Factors Statements Factor 
weights 

Total Variance 
Explained 

Sources 

Perceived ease of 
use 

Learning to use AVs will be easy for me  0.927  0.809  Modified from Zhang et al. (2019), Xu et al. (2018), and Osswald et al. (2012) 
I will find it easy to get AVs to do what I want them to do 0.924 
It will be easy for me to become skillful at using AVs 0.919 
I will find AVs easy to use 0.843 
I think an AV is easy to control 0.852 
I think an AV is easy to learn to use 0.878 
I think an AV is easy to understand 0.908 
Learning how to operate the system is easy for me 0.941 

Intention to use I predict I will use AVs in the future  0.916  0.835  Zhang et al. (2019) 
and Osswald et al. (2012) I plan to use AVs in the future 0.940 

I will purchase an AV as my next car 0.875 
If the AV is available, I plan to use it in the future 0.924 

Risk propensity I prefer to avoid risks  0.730  0.515  Meertens and Lion (2008) 
Safety first 0.636 
I do not take risks with my health 0.777 
I take risks regularly (inverse) 0.865 
I really dislike not knowing what is going to happen 0.450 
I usually view risks as a challenge (inverse) 0.629 
I view myself as a risk-taker (inverse) 0.844 

Perceived safety 
risk 

There is a good chance that something will go wrong when using AVs  0.847  0.563  Zhang et al. (2019) and Featherman and Pavlou (2003) 
AVs may not perform well, and problems may occur during their use 0.805 
AV use will be risky for me 0.787 
I am concerned about the overall safety of a particular technology 0.722 
I would worry that a mistake while using an AV would cause an accident 0.558 

Perceived privacy 
risk 

I am concerned that AVs will collect too much personal information from 
me  

0.838  0.785  Zhang et al. (2019) and Featherman and Pavlou (2003) 

I am concerned that AVs will use my personal information for other 
purposes without my authorization 

0.950 

I am concerned that AVs will share my personal 
information with other entities without my authorization 

0.865  
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respondents who gave the same score for the attitude scales throughout, those who took less than 2 minutes to complete the ques
tionnaire, and those who gave the wrong answer to our four control questions. These methods minimized the common method bias. We 
used quantitative techniques (factor analysis, Kruskal-Wallis test, Pearson-correlation) because we had a large sample, and we wanted 
to know the statistically significant differences between individuals through demographic variables (Kim et al., 2019; Logan et al., 
2019). In this section, we show first our data collection method as well as the statements and factors. to be assessed. Then, we present 
the sample characteristics and summarize the data analysis tools statistical test. 

3.1. Data collection 

Our data collection was based on an online questionnaire survey consisting of two main parts. The first part asked about de
mographic characteristics. In the second part, we provided the definition of Level 5 vehicles as ‘When we talk about full automation, 
we talk about a vehicle that performs all driving tasks automatically.’ Here, the questions were formulated according to the factors 
shown in Table 1. Based on the literature review, we applied validated scales. The factors were mostly based on some statements of the 
initial (TAM1, 2, 3) and revised (UTAUT1, 2) TAM theory and the theory of perceived risk, with a research focus on AVs or other 
similar digital technologies. Some we took from previous studies specializing in AVs, others from the theory of general perceived risk 
(e.g., risk propensity). Respondents rated the statements on a Likert scale from 1 to 7, where 1 strongly disagreed and 7 strongly 
agreed. We used the risk propensity scale in an inverse way, so a higher value means more risk averseness. 

3.2. Sample characteristics 

We conducted the questionnaire survey online (CAWI – Computer Assisted Web Interview) in Hungarian language through the 
Qualtrics system in November and December 2019 through Hungarian university students and their acquaintances. Random selection 
and snowball sampling were applied in three steps (Goodman, 1961). We asked university students in the first step because we had to 
ask over 18-year-olds for research in Hungary. After snowball sampling, we could also reach their acquaintances and others from 
Hungary in the second and third steps. With this filtering process, we have found representatives of the older age group through the 
younger age group (Browne, 2005). There was no fee or gift for the participants in our research. The demographic variables as well as 
the proportion of responses are summarized in Table 2. 

The mean age of the respondents was 30.7 years (SD=16.6 years). The youngest respondent was 18 years old, the oldest was 75. 
The proportion of people living in the capital or other cities (33%-33%) as well as the proportion of people living in the county seat and 
village (16%–17%) were quite similar. Half of the respondents were students (56.3%), and fewer than 10% were self-employed or 
retired. 

3.3. Data analysis 

In addition to the basic descriptive statistics, we used Pearson correlation, as well as multivariate non-parametric tests, to examine 
the relationships between the factors and demographic variables. We used the non-parametric test (Kruskal-Wallis H test for two or 
more than two grouping criteria) to compare Likert-scale statements and non-metric statements. For the Kruskal-Wallis H test, we used 
Tomczak and Tomczak’s (2014) test strength formula, and we calculated the value of the eta square (η2). We consider Likert-scale 
statements as a metric element. To sort the statements into factors, we first performed exploratory factor analysis (EFA), using the 
Maximum Likelihood Estimation (MLE) method, with Promax rotation. The analysis was performed with IBM SPSS 25 and IBM SPSS 
AMOS Graphics licensed software. 

4. Results 

To answer the research questions, the obtained differences in relation to the factors are summarized in Tables 3 and 4. The grouping 

Table 2 
Sample characteristics.  

Demographic variable Value set Frequency Proportion (%) Percentage of total population (%) 

Gender Male  369  38.9  48.8 
Female  580  61.1  51.2 

Residence Capital city  314  33.1  19.4 
County city  155  16.4  21.4 
Other city  313  33.0  30.6 
Village  166  17.5  28.6 

Educational background Primary  46  4.9  28.8 
Secondary  607  65.3  52.4 
Tertiary  277  29.8  18.8 

Occupation Student  517  56.3  16.9 
Employee  273  29.7  55.8 
Self-employed  66  7.2  2.1 
Retired  62  6.8  25.2  
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Table 3 
Significant differences in relation to factors and demographic variables.  

Demographic 
variable 

Group 
criterion 

Factors Value of test statistics 
(H) 

Test strength 
(η2) 

Average rank 
value 

Mean 

Gender 
(N=948) 

Male Perceived ease of use 75.589*** 0.08  571.35  3.92 (0.96) 
Female  412.78  3.33 (1.04) 
Male Perceived safety risk 10.896*** 0.01  437.73  4.74 (0.99) 
Female  497.93  4.95 (0.79) 
Male Perceived privacy risk 1.987 Not relevant  458.80  3.92 (1.19) 
Female  484.51  4.01 (1.17) 
Male Risk propensity 

(inverse) 
32.091** 0.03  411.40  4.33 (1.03) 

Female  514.72  4.73 (0.83) 
Male Intention to use 7.256** 0.01  504.51  1.99 (0.96) 
Female  455.38  1.86 (0.89) 

Residence 
(N=948) 

Capital city Perceived privacy risk 3.815 Not relevant  457.49  3.92 (1.19) 
County city  477.58  3.99 (1.17) 
Other city  486.90  4.04 (1.16) 
Village  504.89  4.09 (1.17) 
Capital city Perceived safety risk 2.187 Not relevant  465.49  4.84 (0.90) 
County city  456.82  4.80 (0.89) 
Other city  493.35  4.95 (0.81) 
Village  480.59  4.89 (0.95) 
Capital city Risk propensity 

(inverse) 
10.295* 0.01  451.85  4.51 (0.93) 

County city  452.39  4.46 (1.07) 
Other city  517.44  4.71 (0.88) 
Village  489.42  4.64 (0.89) 
Capital city Intention to use 11.799** 0.01  500.74  2.00 (0.89) 
County city  434.31  1.77 (0.98) 
Other city  465.81  1.88 (0.91) 
Village  420.22  1.72 (0.93) 
Capital city Perceived ease of use 4.829 Not relevant  489.75  3.64 (0.99) 
County city  485.07  1.10 (1.04) 
Other city  447.55  3.44 (1.11) 
Village  451.52  3.47 (1.10) 

Occupation 
(N=918) 

Student Intention to use 28.485*** 0.03  477.20  1.97 (0.92) 
Employee  450.07  1.88 (0.95) 
Self-employed  512.26  2.09 (0.75) 
Retired  297.23  1.36 (0.80) 
Student Perceived safety risk 4.329 Not relevant  487.08  4.90 (0.87) 
Employee  446.17  4.80 (0.91) 
Self-employed  471.17  4.85 (0.99) 
Retired  490.28  4.91 (0.79) 
Student Perceived privacy risk 15.484** 0.02  460.61  3.92 (1.14) 
Employee  461.66  3.93 (1.21) 
Self-employed  491.26  4.10 (1.28) 
Retired  578.63  4.40 (1.17) 
Student Risk propensity 

(inverse) 
45.614*** 0.05  422.65  4.45 (0.92) 

Employee  496.46  4.70 (0.94) 
Self-employed  424.44  4.45 (0.92) 
Retired  641.37  5.18 (0.78) 
Student Perceived ease of use 72.171*** 0.08  476.62  3.66 (0.97) 
Employee  485.89  3.67 (0.99) 
Self-employed  475.35  3.60 (1.01) 
Retired  183.71  2.24 (1.16) 

Educational 
background 
(N=930) 

Primary Intention to use 0.395 Not relevant  451.24  1.91 (0.88) 
Secondary  469.35  1.92 (0.94) 
Tertiary  459.44  1.89 (0.88) 
Primary Perceived safety risk 7.379* 0.01  455.43  4.81 (0.87) 
Secondary  482.53  4.92 (0.89) 
Tertiary  429.86  4.76 (0.85) 
Primary Perceived privacy risk 2.604 Not relevant  524.70  4.22 (1.23) 
Secondary  465.49  3.98 (1.17) 
Tertiary  455.68  3.95 (1.22) 
Primary Risk propensity 

(inverse) 
2.802 Not relevant  464.28  4.59 (0.99) 

Secondary  455.35  4.54 (0.93) 
Tertiary  487.95  4.64 (0.94) 
Primary Perceived ease of use 0.749 Not relevant  449.04  3.45 (1.25) 
Secondary  461.76  3.56 (1.05) 
Tertiary  476.43  3.59 (0.99) 

Notes: ***: p<0.001; **: p<0.01. *:p<0.05. The standard deviations are shown in parentheses. The value of η2 by Tomczak and Tomczak (2014) 
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criteria indicate the subgroups of one demographic statement in which we can find the significant differences alongside the factors. 
The most relevant differentiating factors are gender (Table 3) and age (Table 4). In both cases, the biggest difference is in the 

perceived ease of use factor, as men and younger (Z or Y generations) people find AV technology simpler. Risk aversion is higher for 
women and older (X generations or Baby boomers) people. However, we found fewer significant differences in risk perception, as men 
have lower perceived safety risk. Regarding perceived privacy risk we did not find a gender difference, while perceived privacy risk 
increases with age. Men and younger (Z or Y generations) people intend to try AV technology on the roads. Yet, in the case of risk 
perception, less-significant differences are observed. It seems that the degree of risk-taking intention is the most significant segmenting 
factor, and not what risks are perceived by individuals with different sociodemographic backgrounds. This is also supported by the 
results; there is little difference in risk perception according to occupation, residence, and educational background (Table 3). There is 
no difference at all in the case of residence, while the perceived safety risk is slightly higher for those with lower education and the 
perceived privacy risk is higher for people without work (e.g. retired). The mean age is also high in both groups, which may moderate 
this result. There are no significant differences for the other factors either, but the value of risk propensity typically differs between 
groups. 

5. Discussion 

Gender is the variable that affects all five factors. Men are more open to AVs and perceive them as less risky. According to tech
nology acceptance models, men find it more useful to introduce new technologies and are more willing to use them. Previous studies 
also support the fact that men are more willing to use new technologies (Hudson et al., 2016); their willingness to use (Bansal et al., 
2016) and travel (Dong et al., 2019) with AVs are higher than women’s. They also perceive the usability of AVs to be simpler, while 
women are primarily risk averse (Byrnes et al., 1999; Meertens and Lion, 2008). Women perceive privacy risk and safety risk 
(Acheampong and Cugurullo, 2019) much more than men. The gender gap in acceptance is also exacerbated by the fact that men 
typically have more knowledge about AVs and are therefore more confident. For this reason, it is important to involve women in 
conversations and debates about AVs, which would increase their acceptance through seeing the benefits of AV usage more clearly 
(KPMG, 2013). The stronger presence of ladies in AV technology communication is essential. This can help not only the acceptance of 
AV technology, but also the openness of a society to the widest use of AV technology. However, when exploring gender differences, it is 
worth noting that in many cases, some of the different reactions stem from gender roles and socialization processes arising from birth, 
and not specifically from biological gender differences (Lynott and McCandless, 2000). It is worthwhile examining the gender dif
ferences with consideration of the age factor, as gender differences are often only temporary (Levy, 1988). 

The second most influential demographic variable is age. Young people show the highest intention to use AVs. The result is 
consistent with all previous research findings, showing that older (X generations or Baby boomers) people are less open to using this 
technology (Bansal et al., 2016), and their willingness to travel is lower than that of young people (Dong et al., 2019). In terms of 
perceived ease of use, we found that 21–29-year-olds perceive AVs to be the easiest to use, while those over 60 find it the least easy to 
use, which is also consistent with previous research (Yang and Coughlin, 2014; Acheampong and Cugurullo, 2019). Shared AVs could 
be an age-appropriate mobility option for older travelers, providing convenient and flexible mobility at low cost. According to our 
research, risk avoidance and risk perception appear stronger in those over 40. The high-risk tolerance of young people, highlighted by 
Mandal and Roe (2014) and Schoettle and Sivak (2014), is also supported by our present study. Respondents over 60 clearly engage in 
risk-averse reactions against AVs. Meanwhile, elderly people perceive a new technology as riskier and perceive its benefits to be fewer; 
it is more important for them to have easy access to AVs at any time. As the attitudes of men and young people are fundamentally 
positive, it will be worth demonstrating to women and the elderly that AVs are easy to use and offer several benefits, such as reducing 
congestion or increasing mobility. Perceived risk is reduced by information provision, such as what happens if an AV breaks down or 
data is lost, making both women and the elderly see it as less risky to use AVs, thus increasing their intention to use. These suggested 
measures can help older (X generations or Baby boomers) people become more involved and flexible in the use of mobility services 
based on AVs. 

Regarding educational background, we found only one slight difference in the case of perceived safety risk. In terms of perceived 
ease of use, the higher the level of education, the easier the use of AVs (Acheampong and Cugurullo, 2019; Zhang et al., 2019). 
However, our research only partially supports this statement. Like the results of Zhang et al. (2019), we did not find a significant 
correlation between intention to use and educational background. However, previous research linked intention to use new technol
ogies to higher education (Haboucha et al., 2017; Hudson et al., 2016) and knowledge of technology (Nomura et al., 2009; Bansal et al., 
2016; Dong et al., 2019). The relationship among risk propensity, perceived risk, and education is a less researched area. Our study did 
not support the relationship between educational level and perception of safety risk, contrary to what Hudson and Orviska (2011) 
found. That education does not segment people can foster a greater acceptance of AVs at the level of other social structure elements. 

From a demographic point of view, residence and occupation are also important factors, but these areas are quite under-researched, 
in terms of both technology acceptance and AV acceptance. Students and working people find it easier to use AVs, and retirees and the 

Table 4 
Pearson correlation values between age and the measured factors.   

Intention to use Perceived safety risk Perceived privacy risk Risk propensity (inverse) Perceived ease of use 
Age -0.136*** 0.011 0.131*** 0.216*** -0.265*** 

Notes: ***: p<0.001; **: p<0.01; *:p<0.05. 
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unemployed do not find it easy. This is partly reflected by Yang et al. (2013). On the other hand, there are sensory features in such cars 
that will support technology acceptance by the elderly (Yang and Coughlin, 2014). Haboucha et al. (2017) emphasize students’ 
willingness to use, which is also supported by our findings. Our research also confirms that people without work are the most risk 
averse (Mandal and Roe, 2014; Schoettle and Sivak, 2014). Rural residence and the lack of working status are found to influence 
performance safety risk perception (Hudson and Orviska, 2011), and this was also significant in our research. We found that people 
living in villages were more likely to perceive the risk of AVs, which is a novel result, compared to previous studies (Ruggeri et al., 
2018). Previous studies suggest that those with higher incomes (Yap et al., 2016) and those living in the city (Bansal et al., 2016) show 
a greater propensity to use AVs; however, our present study did not support this relationship. 

6. Conclusions and limitations 

To answer our two main research questions, the first question (with H1a-H1d) shows that men find it easier to use AVs, and their 
intention to use them is also significantly higher. Compared to women, men also have significantly a higher risk propensity, a lower 
perceived privacy risk, and a lower perceived performance safety risk. Regarding the first question about the age differences (H2a-H2d), 
the age variable, younger (Z or Y generations) people show a greater intention to use an AV, which may result from a higher risk 
propensity and a lower perceived privacy risk. Young people also significantly and positively agreed on perceived ease of use. In terms 
of the second research question, the results of the occupation variable (H3a-H3d), the people without work (retired) group is more risk- 
averse, their intention to use AVs is very low, and they consider AV technology to be challenging. In our second research question, 
students show the highest risk propensity and the highest intention to use AVs (H5a-H5d). AVs’ acceptance is higher for city residents, 
and they have a greater intention to use it than rural residents, but there is not any significant difference between the residence place 
through risk perception, which is another main answer to our second research question too (H4a-H4d). Typically, AV use acceptance 
factors differentiate mainly (perceived ease of use, intention to use) from a sociodemographic point of view, while factors related to 
risk perception and risk-taking tend to segment better for only one group, primarily by age and gender (youth and men). We sum
marized the results of hypotheses testing in Appendices (A2). 

Our results support describing travel willingness directly and mobility system/service specification indirectly in the specific area 
(Hungary). The research subject is Level 5 AVs, which are not yet widely available for testing purposes. However, several successful 
experiments have been performed in the ZalaZONE test track (ZalaZONE, 2023), and experts believe a mass uptake of autonomous 
vehicles by 2030 (Rohr et al., 2016; Miskolczi et al., 2021; Krizsik and Sipos, 2023). In the absence of experience, the attitude toward 
these vehicles is relatively diverse, and it is based only on respondents’ existing knowledge and stated preferences. Our results support 
experts (e.g., manufacturers and mobility service providers) in their efforts to segment their consumers better, personalize their 
products and services, provide customized information, and perform targeted awareness-raising campaigns. Accordingly, vehicle 
design can be improved and perfected, whether an interior feature (seat position, wheel position, design, etc.), a safer crash zone, or an 
advanced vehicle communication and control method. 

To reveal the correspondences, we supplemented previous technology acceptance models and assessed the acceptance of AVs 
according to five factors. Demonstrating risk propensity in the analysis is one of the main findings of our research to the topic, as it has 
not been included in previous research. Results from examining the degree of risk propensity are useful to segment consumers by their 
individual characteristics, and the possible perceived risks can be overcome accordingly. In the theory of risk perception, if someone in 
a specific area does not have enough information to alleviate their potential fears, the individual falls back on their general self- 
confidence and thus to their willingness to take risks (Meertens and Lion, 2008). 

Using our results, those in critical moments who feel some danger or just do not feel easy enough to use the vehicle can also be 
supported. Aversions and fears can be mitigated by simplifying use, enhancing safety, offering testing opportunities for the system, or 
providing other warranty support. In the knowledge of social characteristics, the transportation behavior and users’ decision as well as 
transportation modal share can be significantly influenced by providing customized and personalized mobility services. From this 
perspective, the concept of safe travel today may change in the future, despite the risks that some people perceive when trying out 
autonomous vehicles. This is because, if the use of autonomous vehicles becomes widespread, this phenomenon may also increase the 
degree of risk-taking, even if the existence of possible objective risks (loss of control over driving, moral dilemmas, technological 
failures, phenomena of anthropomorphism) is not (or not willingly) perceived by the individual. And these risk perceptions may differ 
across cultures, there may also be differences between developing and developed countries, especially on issues of loss of control and 
moral dilemmas. For this reason, the question of how each group overcomes or wants to overcome perceived or even non-perceived 
risk, i.e. the level of risk-taking, may be more important research fields in these differences. As Hungary strives to be at the forefront of 
technological research and innovation, potential users’ acceptance is a critical element in the success of the entire automotive 
ecosystem. 

Given the difficulty in accurately estimating the exact introduction of entirely autonomous vehicles (SAE level 5), it is conceivable 
that some current age groups will not be affected by the adoption issues of AVs (Krizsik and Sipos, 2023). There are many different 
scenarios in the studies, with some predicting the adoption of AVs by 2030 (Rohr et al., 2016; Miskolczi et al., 2021) and others 
predicting more years for the whole spread of AVs level 5 (Marletto, 2019) or even later from 2050 (Bagloee et al., 2016; Fulton, 2018). 
For this reason, it is challenging to estimate the expected attainment of the relevant age groups in social research. However, our 
research points out what Ruggeri et al. (2018) also suggest, that consulting current vehicle users and transport users can have a 
significant impact on the development of AVs, and that certain inconsistencies can be corrected by engineers in the current devel
opment process. In order to compensate for this, we have taken into account the differences in the attitudes and risk perceptions of 
certain age groups, and we have also presented these differences, so that the decision-maker can decide in the future what is relevant 
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for him or her in the light of these detailed results. Our results are valid in such countries, where the socioeconomic conditions, the 
cultural background, the knowledge about autonomous vehicles as well as research, development and innovation ecosystem and the 
expected adoption of autonomous vehicles (Alatawneh and Török, 2023) are rather similar than that in Hungary. 

Respondents do not correspond to the real population ratio for the study country. Since the majority of sample were young people, 
it would be worthwhile to further research the attitudes of older generations (Chen and Yan, 2019; Kökény and Kiss, 2021). In recent 
literature, mobility culture is also an important demographic variable (Kyriakidis et al., 2015; Hudson et al., 2016; Syahrivar et al., 
2021). Accordingly, we are going to extend our survey to other countries, too. We could get better-fitting data using probability 
representative sampling instead of snowball sampling with filtering. However, the filtering could help us to gain a non-probability 
representative sample, which has similar domains as a representative sample, but it is not the same. We will also examine the 
impact on other factors in the immediate vicinity of TAM and the UTAUT model along demographic variables, such as trust, social 
influence, or support. Finally, we will compare the perceptions and demographics of those who completely reject AV technology (Ma, 
2021) with our results. Life-cycle or lifestyle-based analyses are becoming more and more prominent in demographic measurement, so 
this type of research could be added to the results in the future. Continual research in this area is also motivated by the fact that 
individuals’ interests in AVs are not stable over time. 
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Appendices  

Table A1 
Summary table of the individual research works  

Author(s) Methodology applied Demographic differences Measured factors in 
AV 

Acheampong and Cugurullo 
(2019) 

Quantitative SEM Gender – Higher for men Perceived ease of use 

Zhang et al. (2019) Quantitative SEM Gender – Higher for men Perceived ease of use 
Venkatesh et al. (2003) Quantitative SEM Gender – Higher for women Perceived ease of use, 
Alessandrini et al. (2014) Linear regression Gender – Higher for men Intention to use 
Bansal et al. (2016) Quantitative analysis Gender – Higher for men Intention to use 
Dong et al. (2019) Logit model, ANOVA Gender – Higher for men Intention to use 
Hudson et al. (2016) Quantitative analysis and 

regression 
Gender – Higher for men Intention to use 

Payre et al. (2014) Quantitative analysis Gender – Higher for men Intention to use 
Plaut (2006) Quantitative analysis Gender – Higher for women Intention to use 
Saeed et al. (2020) Quantitative modelling Gender – Higher for men Intention to use 
Van Acker & Witlox (2010) Quantitative SEM Gender – Higher for women Intention to use 
Venkatesh et al. (2003) Quantitative SEM Gender – Higher for women Intention to use 
Antoncic et al. (2018) Multinominal logistic regression Gender – Higher for men Risk propensity 
Byrnes et al. (1999) Quantitative analysis Gender – Higher for men Risk propensity 
Czerwonka (2019) Regression analysis Gender – Higher for men Risk propensity 
Meertens & Lion (2008) Quantitative analysis Gender – Higher for men Risk propensity 
Acheampong and Cugurullo 

(2019) 
Quantitative SEM Gender – Higher for women Risk perception 

Hudson & Orviska (2011) Quantitative analysis Gender – Higher for women Risk perception 
Koul & Eydaghi (2020) Multiple linear regression Gender – Higher for women Risk perception 
Schoettle & Sivak (2014) Quantitative analysis Gender – Higher for women Risk perception 
Zhu et al. (2022) Quantitative SEM Gender – Higher for women Risk perception 
Acheampong and Cugurullo 

(2019) 
Quantitative SEM Age – Higher for younger people (Z or Y generations) Perceived ease of use 

Ruggeri et al. (2018) Quantitative analysis Age – Higher for younger people (Z or Y generations) Perceived ease of use 
Yang et al. (2013) Quantitative analysis Age – Higher for younger people (Z or Y generations) Perceived ease of use 
Zhang et al. (2019) Quantitative SEM Age – Higher for younger people (Z or Y generations) Perceived ease of use 
Bansal et al. (2016) Quantitative analysis Age – Higher for younger people (Z or Y generations) Intention to use 
Dong et al. (2019) Logit model, ANOVA Age – Higher for younger people (Z or Y generations) Intention to use 
Haboucha et al. (2017) Quantitative analysis and 

modelling 
Age – Higher for younger people (Z or Y generations) Intention to use 

Hudson et al. (2016) Quantitative analysis and 
regression 

Age – Higher for younger people (Z or Y generations) Intention to use 

(continued on next page) 
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Table A1 (continued ) 

Author(s) Methodology applied Demographic differences Measured factors in 
AV 

Nomura et al. (2009) Quantitative analysis Age – Higher for younger people (Z or Y generations) Intention to use 
Schwanen et al. (2004) Quantitative analysis Age – Higher for younger people (Z or Y generations) Intention to use 
Venkatesh et al. (2003) Quantitative SEM Age – Higher for younger people (Z or Y generations) Intention to use 
Venkatesh & Davis (2000) Quantitative SEM Age – Higher for younger people (Z or Y generations) Intention to use 
Hassan & Abdel-Aty (2013) Quantitative analysis and 

modelling 
Age – Higher for older people (X generations, Baby 
boomers) 

Risk perception 

Laiou et al. (2021) Quantitative analysis Age – Higher for older people (X generations, Baby 
boomers) 

Risk perception 

Mandal & Roe (2014) Quantitative analysis and 
modelling 

Age – Higher for younger people (Z or Y generations) Risk propensity 

Schoettle & Sivak (2014) Quantitative analysis Age – Higher for younger people (Z or Y generations) Risk propensity 
Hudson & Orviska (2011) Quantitative analysis Age – Higher for older people (X generations, Baby 

boomers) 
Risk perception 

Rhodes & Pivik (2011) Regression modelling Age – Higher for older people (X generations, Baby 
boomers) 

Risk perception 

Acheampong and Cugurullo 
(2019) 

Quantitative SEM Education – Higher for higher educated people Perceived ease of use 

Zhang et al. (2019) Quantitative SEM Education – Higher for higher educated people Perceived ease of use 
Acheampong and Cugurullo 

(2019) 
Quantitative SEM Education – Higher for higher educated people Intention to use 

Bansal et al. (2016) Quantitative analysis Education – Higher for higher educated people Intention to use 
Dong et al. (2019) Logit model, ANOVA Education – Higher for higher educated people Intention to use 
Haboucha et al. (2017) Quantitative analysis and 

modelling 
Education – Higher for higher educated people Intention to use 

Nomura et al. (2009) Quantitative analysis Education – Higher for higher educated people Intention to use 
Liu et al. (2022) Quantitative SEM Education – Higher for higher educated people Risk propensity 
Al-Emran & Griffy-Brown (2023) Quantitative analysis Education – Higher for lower educated people Risk perception 
Hudson & Orviska (2011) Quantitative analysis Education – Higher for lower educated people Risk perception 
Liu et al. (2022) Quantitative SEM Education – Higher for lower educated people Risk perception 
Yap et al. (2016) Quantitative analysis and 

modelling 
Residence – Higher for cities Perceived ease of use 

Bansal et al. (2016) Quantitative analysis Residence – Higher for cities Intention to use 
Deb et al. (2017) Quantitative analysis Residence – Higher for cities Risk propensity 
Hudson & Orviska (2011) Quantitative analysis Residence – Higher for rural areas Risk perception 
Kenesei et al. (2022) Quantitative analysis Residence – Higher for rural areas Risk perception 
Al-Emran et al. (2021) Quantitative SEM Occupation – Higher for students Perceived ease of use 
Arpaci et al. (2023) Quantitative SEM Occupation – Higher for employees Perceived ease of use 
Arpaci et al. (2023) Quantitative SEM Occupation – Higher for students Intention to use 
Deb et al. (2017) Quantitative analysis Occupation – Higher for students Risk propensity 
Haboucha et al. (2017) Quantitative analysis and 

modelling 
Occupation – Higher for students Risk propensity 

Liu et al. (2022) Quantitative SEM Occupation – Higher for people without work Risk perception   

Table A2 
Results of hypotheses testing  

Hypotheses Accepted/Rejected 

H1a: Perceived ease of use for AVs is higher for men. Accepted 
H1b: Intention to use AVs is higher for men. Accepted 
H1c: Risk propensity for AVs is higher for men. Accepted 
H1d: Risk perception (safety and privacy) of AVs is higher for women. Partially accepted, only for perceived safety risk 
H2a: Perceived ease of use for AVs is higher for younger people (Z or Y generations). Accepted 
H2b: Intention to use AVs is higher for younger people (Z or Y generations). Accepted 
H2c: Risk propensity for AVs is higher for younger people (Z or Y generations). Accepted 
H2d: Risk perception (safety and privacy) of AVs is higher for older people (X generations or Baby boomers). Partially accepted, only for perceived privacy risk 
H3a: Perceived ease of use for AVs is higher for higher educated people. Rejected 
H3b: Intention to use AVs is higher for higher educated people. Rejected 
H3c: Risk propensity for AVs is higher for higher educated people. Rejected 
H3d: Risk perception (safety and privacy) of AVs is higher for lower educated people. Partially accepted, only for perceived safety risk 
H4a: Perceived ease of use for AVs is higher for city residents. Rejected 
H4b: Intention to use AVs is higher for city residents. Accepted 
H4c: Risk propensity for AVs is higher for city residents. Accepted 
H4d: Risk perception (safety and privacy) of AVs is higher for rural residents. Rejected 
H5a: Perceived ease of use for AVs is higher for employees and students. Accepted 
H5b: Intention to use AVs is higher for employees and students. Accepted 
H5c: Risk propensity for AVs is higher for employees and students. Accepted 
H5d: Risk perception (safety and privacy) of AVs is higher for people without work. Partially accepted, only for perceived privacy risk  
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